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Introduction

Why write a ransomware book? Or, more specifically, why write 
another ransomware book? After all, there are plenty of vendor 

blogs, news stories, and research sites offering up-to-the-minute 

information about ransomware; a book can’t possibly keep up. That’s 

true, but a book isn’t meant for breaking news. Instead, a book should 

step back and look at the bigger picture, which is what this book does. 

Right now, a newsworthy ransomware event occurs almost every day: 

A new victim, a new action by a government, a new attack method, or 

something else. In fact, there’s so much going on with ransomware 

that it can be hard to keep up, which is one of the reasons defending 

against ransomware is so challenging. Rather than focus on the latest 

news, there are three goals for this book.

 � Understand: The first part tries to put ransomware into 
context. How did we go from someone distributing a floppy 
disk that would eventually encrypt files on computers used 
by AIDS researchers, to international actors shutting down 
a gas pipeline that serves most of the East Coast of the 
United States? Understanding what the ransomware market 
looks like, who the major players are, and how they think 
about ransomware helps organizations know what to expect.

 � Prevent: Modern ransomware attacks are complex, with a 
lot of moving parts often involving multiple groups. Learning 
the different attack vectors and stages of ransomware 
attacks allows organizations to better defend their networks. 
Ransomware tactics may change over time, but the security 
posture required to protect the network will not, so this book 
outlines some best practices for keeping the network safe.
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 � Recover: Sometimes, despite your best efforts, everything 
goes wrong and the ransomware actor wins. What do you 
do when you’re standing in the middle of your network 
and everything around you has been encrypted? Where 
do you start? Who do you call? What happens when the 
ransomware actor starts harassing your employees or 
customers? Every security whitepaper and webinar wants 
to talk about how to stop a ransomware attack. No one 
wants to talk about what happens when you don’t. Which 
is a shame, because that’s when organizations need the 
most help. 

I hope you find this book useful. Because of the publishing process 

that ActualTech Media is using, we hope to be able to update the book 

quite often. Please reach out to me on Twitter (@uuallan) if you have 

suggestions or additions that you think would be a good fit. 



IN thIS Chapter:

 � The AIDS Trojan, the First Ransomware Attack

 � The Evolution of Ransomware Overtime 

 � The Shifting Definition of Ransomware

 � Thinking Like a Cybercriminal: Motivations of 
Ransomware Actors

 � Who Are the Big Ransomware Groups Today?

By Thursday, May 6, 2021, most people had heard of ransom-
ware and some had a vague awareness of it as a growing world-
wide problem. But by Monday, May 10, most of the world awoke 

to an understanding of just how destructive and impactful ransom-

ware can be. 

You see, May 6 was the day that a relatively low-level ransomware 

actor, or one of that actor’s affiliates, found an old username and 

password to a virtual private network (VPN) for a company’s ex-em-

ployee. That ransomware actor used those old credentials, which 

should have been disabled, to gain access to the network of Colonial 

Pipeline, a company that delivers gasoline to much of the East Coast 

of the United States. The ransomware actor then exploited their 

breach to get access to other parts of Colonial Pipeline’s IT network, 

How We Got Here: A 
History of Ransomware

CHAPTER 1
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but not its Operational Technology (OT) network. The OT network is 

the network actually responsible for controlling the pipelines. Had 

the ransomware actor gained access to the OT network, they could 

have caused significantly more damage. Instead of a gasoline shortage 

along the East Coast caused primarily by panic buying, there could 

have been a real shortage of gasoline for weeks or longer. The actor 

used common tools, used by many ransomware actors, to get admin-

istrative access to Colonial Pipeline’s network, eventually taking over 

the Active Directory servers. 

Once the ransomware actor had control of the Active Directory serv-

ers, the actor was able to push the DarkSide ransomware to thousands 

of machines on Colonial Pipeline’s network, leaving the organization 

crippled. The news of the ransomware attack didn’t get picked up 

until Friday evening, and even then, for most people, it just caused a 

power outage. But by Saturday everyone knew Colonial Pipeline had 

been hit by ransomware. It was on the front page of The Washington 

Post, The New York Times, and The Wall Street Journal. The Colonial 

Pipeline ransomware attack led the news on CNN, FOX, and MSNBC, 

as well as the nightly news on NBC, ABC, and CBS. 

The rapid news cycle, along with serious gas shortages the following 

week, caused Colonial Pipeline’s inability to deliver gas, and kept 

the attack in the headlines. Colonial Pipeline finally got much of its 

network back online by May 12, and gasoline delivery resumed soon 

thereafter. The May 12 announcement did little to quell the panic 

buying of gasoline that was occurring all up and down the East Coast. 

For many people the Colonial Pipeline ransomware attack was a 

wakeup call about the dangers of ransomware, but ransomware itself 

has been around, and disrupting—if not completely devastating—

people’s lives, since 1989. 
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WinLock & Reveton
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Figure 1-1: Timeline of major ransomware events from 1989 to 2024
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The Evolution of Ransomware
Because the various technologies we call “ransomware” vary a great 

deal in tactics, techniques, and procedures (TTPs)—and even in the 

ways in which they gain initial access, move around the network, and 

whether they encrypt files or don’t—we have to look at the many 

types of ransomware that have evolved over time. Figure 1-1 shows 

a number of the important points in the history of ransomware, many 

of which are covered in this section and throughout the book.12  

The Shifting Definition of 
Ransomware
For an industry that is so much “online,” the 
information security community is often surprisingly bad at docu-
mentation. That is the case with the term ransomware. The term 
seems to have appeared first in 2005, but it’s hard to confirm that.

There are two possible contenders for the first publicly docu-
mented use of the term ransomware (undoubtedly there are others 
missed by the author). The first, the one cited by Wikipedia, is in a 
September 2005 Network World article by Susan Schaibly called 
“Files for Ransom.”1

The second nominee is the Symantec Security Response white paper, 
“The Evolution of Malicious IRC Bots,” written by John Canavan. This 
paper was presented at Virus Bulletin 2005.2 Virus Bulletin 2005 ran 
from Oct. 5-7, 2005, and therefore after Shaibly’s article, but the white 
paper was clearly written before the article came out, so the question 
is just when it was distributed. (Symantec has since been acquired by 
another company and its archives wiped.) The white paper contains 
this sentence in the conclusion, almost as an afterthought:  

“With the recent emergence of Trojan.GPCoder, the door is open 
for the emergence of more complex ‘RansomWare’ threats.”

T H E  1 0 1
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The AIDS Trojan: The First Ransomware Attack
The AIDS Trojan, also known as PC Cyborg, was created by Joseph 

Popp and distributed to 20,000 attendees at the 1989 World Health 

Organization (WHO) AIDS conference (hence the name) via floppy 

disk. Much like many malware variants distributed today via USB 

drive, the AIDS Trojan did not rely on any sort of exploit, simply on 

the curiosity of researchers about what was on the disk.  

The floppy disk contained a questionnaire about AIDS. When sci-

entists, researchers, and other conference attendees installed the 

program, everything ran fine on their machines until the 90th reboot 

of the computer. On the 90th reboot, the AIDS Trojan would encrypt 

the victim’s file names—although not the contents of the files—and 

demand a licensing fee of $189 for the PC Cyborg Software, to be paid 

by cashier’s check or international money order sent to a P.O. Box in 

Panama, as shown in Figure 1-2.3

Once the term was widely adopted, it first came to mean a piece of 
malware that encrypted files, which is the definition widely under-
stood today. However, as locker ransomware superseded crypto 
ransomware in popularity, the term came to mean malware that 
locked a victim’s screen to prevent access to the system. This defi-
nition was so prevalent that a 2012 report from Symantec Security 
Response entitled “Ransomware: A Growing Menace” clarified the 
definition as follows: 

“Ransomware which locked a screen and demanded payment was 
first seen in Russia/Russian speaking countries in 2009. Prior to 
that, ransomware was encrypting files and demanding payment for 
the decryption key.” 

Unfortunately for the authors, the definition of ransomware was set 
to change again, the following year.
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Although the Trojan worked, the attack wasn’t very effective in terms 

of generating payment. Very few victims sent a check or money order 

to Dr. Popp. Instead, a decryptor called CLEARAID was developed by 

Jim Bates, editorial advisor for Virus Bulletin,4 which allowed victims 

to restore files without paying the ransom. Despite the overall lack of 

success of the attack, there were reports that the AIDS Trojan caused 

some victims to wipe and rebuild their infected machines, often los-

ing years of AIDS research.5     

Lessons Learned from the AIDS Trojan
Chances are many readers are familiar with the AIDS Trojan story. 

It seems every ransomware book, long-form article, or history of 

ransomware reporting feels compelled to retell this story.      

Today, when a threat actor pulls off a novel attack, we expect copycats 

to quickly follow. That wasn’t the case with the AIDS Trojan. Even 

though the attack drew enough attention to make an appearance in 

The New York Times,6 there were no copycat attacks, at least not on 

the same scale. 

Figure 1-2: The AIDS Trojan encryption note
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Today’s ransomware attacks look nothing like the AIDS Trojan attack, 

but still, there are some eerie parallels between the AIDS Trojan ran-

somware attack and today’s ransomware attacks:

 � The AIDS Trojan relied more on the unwitting researchers 
than on sophisticated attack methods

 � The first version wasn’t very good 

 � The security community rallied to help victims

 � Many of the victims were left devastated, losing 
years of work

 � The attacker did not see himself as a criminal, but as 
someone trying to prove a point

 � Healthcare workers were targeted in the attack

These story lines play out over and over again throughout the history 

of ransomware. As this book discusses modern ransomware families, 

some of the same themes will be on display. 

GPCcoder and Archiveus
The next set of ransomware attacks would not come until late 2004/

early 2005. The GPCoder ransomware was identified by Symantec in 

its September 2005 Internet Security Threat Report as a Trojan that 

“encrypts data files such as documents, spreadsheets, and database 

files on the compromised computer,” although it was not labeled as 

ransomware.7 Like some modern ransomware, GPCoder left a note in 

each directory and demanded a $200 ransom payment. The ransom 

was expected to be paid either via Western Union or premium text 

messages.  

In 2006, the Archiveus Trojan tried a slightly different tactic.8 The 

Archiveus ransomware only encrypted files in the “My Documents” 

folder. In order for victims to decrypt their files, they had to make 
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purchases from certain sites. It’s interesting to see how much mod-

ern ransomware notes have ripped off directly from the Archiveus 

Trojan’s note, including this bit:

Do not try to search for a program that encrypted your informa-
tion—it simply does not exist in your hard disk anymore. System 
backup will not help you to restore files. Reporting to police 
about a case will not help you, they do not know the password. 
Reporting somewhere about our email account will not help you 
to restore files. Moreover, you and other people will lose contact 
with us, and consequently, all the encrypted information.

Ransomware Is Blockbuster Video’s Fault
The big problem with a lot of ransomware attacks early on was 

that getting paid was hard and keeping the money was really hard. 

Western Union, MoneyPak, and Premium Text charges were all trace-

able, and often reversible. Therefore, the attacker could not always 

rely on keeping their ransom. It was difficult to reverse these charges 

and victims were rarely successful, but the style of payment still pre-

sented a risk to the attacker. 

Ransomware? What’s in  
a Name?
The original F-Secure article linked in this section 
for the Archiveus Trojan includes this quote, “The MayArchive.B 
trojan is a so-called ‘ransomware.’” Even though ransomware is a 
well-established and accepted name at this point, there was a lot 
of debate about the use of the term early on. 

Many felt that “ransomware” was too catchy and had too much of 
a marketing feel. These observers preferred terms such as crypto-
virus or cryptoviral extortion. In the end, ransomware won out and 
now we accept it as standard terminology. 

O F F  T H E  B E AT E N  PAT H
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It was thanks largely to Blockbuster Video that attackers figured out 

an alternative: gift cards. Neiman Marcus is actually credited with 

moving from traditional paper gift certificates to gift cards, but 

Blockbuster Video popularized gift cards in 19959 by prominently 

displaying them at its checkout registers. Starbucks followed suit, 

introducing refillable gift cards in 2001,10 and they really took off 

from there. 

The development that really helped ransomware groups, and other 

threat actors, was when grocery stores began prominently featur-

ing large endcap displays filled with gift cards from various stores, 

gaming vendors, and of course credit card companies. This meant 

that almost any victim in the United States needed just a quick trip 

to the grocery store or pharmacy to pay the ransom. The next wave 

of ransomware focused on collecting gift cards.

Locker Ransomware
These attacks that demanded gift cards as payment were not what we 

typically think of as  ransomware attacks today: They were locker-style 

ransomware. Although it doesn’t make the news very often, locker 

ransomware is still very active today, mostly targeting mobile users. 

Locker ransomware started in 2009 in Russia and spread to the rest of 

the world in 2010. Initially, most victims of locker ransomware were 

home computer users, it wasn’t until later that this type of attack 

focused primarily on mobile devices. Locker ransomware such as 

WinLock and Reveton really jumpstarted this phase of ransomware. 

Locker ransomware on computers is generally installed when a victim 

visits a website that has malicious code or is serving up malicious 

ads (most of the time without the knowledge of the website admin-

istrator or advertising company). The code is generally JavaScript, 

although other client-side scripting languages are used. It runs on 

the victim’s device and creates a popup claiming that the computer 

has been locked and that the only way to unlock it is to pay a ransom, 
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generally through gift cards or MoneyPak. The ransom note often 

includes suggestions on places to purchase the gift card or MoneyPak 

vouchers, making it even easier for the victim to pay.

On mobile devices locker ransomware is almost always disguised as 

an app, usually something innocuous, such as a calculator app. The 

user downloads and installs the malicious app from an app store and 

when the app runs it locks the phone.11 The majority of these attacks 

occur on Android-based mobile devices and the apps often reside 

outside of official app stores. Even though most of these apps pre-

tend to be other common apps, that’s not always the case. During the 

COVID-19 pandemic, cybercriminals developed a COVID-19 “tracker” 

that turned out to be locker ransomware.12 

Most locker ransomware claimed to be from the FBI, NSA, or other 

government agency. As shown in Figure 1-3,13 the message often 

claimed to have discovered illegal images or other contraband on 

the infected computers, which is why victims had to “pay a fine” to 

regain access to their computers.

Figure 1-3: Sample of the FBI MoneyPak ransomware
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Unlike encrypting ransomware, locker ransomware simply makes 

it difficult for victims to get past the “locked” screen, but doesn’t 

actually touch any of the files on the system (other than to insert 

code so the locking screen reappears if the victim tries to reboot). 

If you know enough about computers, it’s trivial to quickly remove 

most locking ransomware, though it’s more difficult to remove locker 

ransomware on mobile devices. Therefore, it has generally fallen out 

of favor, but it does continue to linger on mobile devices because it’s 

harder to remove. 

CryptoLocker, the Real Beginning of the 
Ransomware Scourge
2013 saw the advent of what is widely considered the current gen-

eration of ransomware. There have been some changes in the way 

ransomware is delivered, who is targeted, and the amount of money 

ransomware groups make, but the current generation of ransom-

ware can directly trace its lineage back to 2013 and the introduction 

of CryptoLocker. 

Interestingly, CryptoLocker was a bit of a hybrid, in that the first 

version allowed victims to pay either through Bitcoin or MoneyPak. 

Subsequent copycats moved to all Bitcoin. From late 2013 through 

mid-2014, the threat actor behind CryptoLocker made $27 million 

from an estimated 234,000 victims around the world. 

CryptoLocker also was a great example of law enforcement and pri-

vate security companies working together to tackle a cybercriminal 

threat. In June 2014, law enforcement agencies around the world, 

working with a number of cybersecurity companies, took law enforce-

ment action against the criminals behind CryptoLocker.14 Some of the 

law enforcement agencies involved in the takeover of CryptoLocker 

included the US-CERT, the National Police of the Netherlands, the 

Police Judiciaire of France, the Royal Canadian Mounted Police, and 
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the Cyber Police of Ukraine. Law enforcement worked closely with 

a number of security companies, including Afilias, CrowdStrike, 

F-Secure, Microsoft, Neustar, and Symantec. 

The criminal behind CryptoLocker was a Russian citizen named 

Evgeniy Mikhailovich Bogachev,15 who was indicted but never 

arrested, a pattern that continues to this day with ransomware actors. 

Despite the lack of arrests, the takedown was a success and orig-

inal CryptoLocker infections were reduced to only a few each day. 

Unfortunately, the floodgates for further ransomware attacks of that 

kind were opened. 

Locky and Friends
Locky ransomware was first reported in 201616 and quickly became one 

of the most widespread cyberthreats ever seen. At one point, Locky 

accounted for 6% of all malware observed, across all malware types,17 

and the group behind Locky was sending out as many as 500,000 

phishing emails a day in 2016. For context, in 2020 it was estimated 

that 122 billion phishing messages were sent18 across 241,000 separate 

campaigns.19 That means the average phishing campaign in 2020 sent 

approximately 500,000 messages the whole year, the same number 

that Locky was sending in a single day in 2016.

But Locky wasn’t alone in making 2016 the year that ransomware 

groups potentially amassed their first $1 billion USD in extorted 

ransom payments.20 Other ransomware such as Cerber, TeslaCrypt, 

Petya, and Jigsaw were also extremely prevalent. 

All of these variants were used in automated ransomware attacks that 

infected only a single machine. They were generally delivered via a 

phishing campaign, exploit kit, or malicious banner ad, often on very 

popular websites. There were so many ransomware variants popping 

up, all following that same model, that 2016 was repeatedly declared 

to be “the year of ransomware.”21
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Hidden Tear
Despite the breathless news stories about 2016 being the “year of 

ransomware,” it only got worse from there. One of the developments 

that helped push the growth of ransomware was the release of Hidden 

Tear ransomware source code. 

Otku Sen, a security group from Turkey, published the source code 

for the Hidden Tear ransomware on GitHub in August 2015 with the 

intention of showing other security teams how ransomware works 

and how to defend against it.22 In a theme that will recur many times 

with ransomware, bad guys quickly seized upon the source code, made 

improvements, and used their new ransomware to launch millions 

of attacks. Over the course of several years, dozens of ransomware 

variants were built on the Hidden Tear source code. As recently as 

July 2020, almost five years later, new variants of ransomware were 

traced to the Hidden Tear source code.23 None of the variants were as 

prolific as Locky ransomware, but descendants of the Hidden Tear 

ransomware were used to infect millions of victims. 

Governments Do Ransomware, Too: WannaCry 
and NotPetya
It’s impossible to describe the impact of the WannaCry and NotPetya 

ransomware attacks in a single chapter, much less a single section 

of a chapter. Suffice it to say that no ransomware attack, until the 

Colonial Pipeline attack, had the same level of impact that WannaCry 

and NotPetya ransomware attacks had, especially coming on top of 

each other in May and June of 2017. 

The WannaCry ransomware was launched on May 12, 2017, and 

quickly spread around the world, infecting as many as 230,000 

computers in 150 countries.24 If it weren’t for the quick thinking of 

researcher Marcus Hitchens, there would likely still be WannaCry 

infections happening today.25 As it is, many anti-virus companies still 

see attempted WannaCry infections on a regular basis, but they no 

longer try to encrypt because of the sinkhole that Hutchins created. 
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WannaCry was a worm that spread via the EternalBlue Server Message 

Block (SMB) vulnerability that was part of the cache of exploits sto-

len from the NSA in the Shadow Brokers dump.26 The ransomware 

demanded a ransom payment of $300 USD in Bitcoin but no encryp-

tion key was available, so victims who paid (and there were about 

1,000 of those) were not able to recover the files. In December 2017 

the United States and United Kingdom governments jointly attributed 

WannaCry to North Korea.27

Just over two months after the WannaCry attack, a second massive 

ransomware attack occurred. On June 27 companies all over the world 

were infected with a strain of malware, now known as NotPetya, that 

looked a lot like ransomware. While NotPetya encrypted files in the 

same manner as most ransomware, it also encrypted the master 

boot record (MBR), which meant that even if victims were given a 

decryptor, files could not be recovered.28 Rather than true ransom-

ware, NotPetya was a type of destroyer ransomware. NotPetya was 

distributed through a trojanized update to the M.E.Doc accounting 

software. This software is required for any organization that does 

business in Ukraine. Attackers managed to gain access to M.E.Doc’s 

update server and replace the legitimate update with the malicious 

code. In February 2018 the United States, Canadian, and Australian 

governments attributed the NotPetya attack to Russia.29

Figure 1-4 shows media coverage of ransomware in the United 

States between January 2016 and July 2021. The two bumps in 2017 

are the coverage of the WannaCry and NotPetya attacks. Although 

ransomware had been well-known among technical and security 

professionals, WannaCry and NotPetya helped make ransomware 

mainstream for a wider audience. It would take another four years 

before widespread awareness of ransomware, but these attacks were 

a preview of what was to come. 
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SamSam Ushers in a New Era of Ransomware 
Samsam Kandi is a rural village in the Northeastern part of Iran, and 

if security researchers were better at geography, the threat actors 

behind the SamSam ransomware may have been indicted a whole 

lot sooner.

SamSam first appeared in 2016, and it was different from the start. 

It wasn’t delivered via exploit kit or phishing. Instead, SamSam 

exploited vulnerabilities in JBOSS and looked for exposed Remote 

Desktop Protocol (RDP) servers to launch brute force password attacks 

to gain access (a technique still used by many ransomware actors 

today). Unlike contemporary ransomware groups, SamSam did not 

install the ransomware on a single machine. Instead, it used a variety 

of tools and exploits to spread throughout the victim network once 

it had access to one host, and to install the ransomware on as many 

machines as possible. 

Over several years SamSam managed to hit several high-profile 

targets, most notably Hollywood Presbyterian Medical Center in 

Los Angeles and the city of Atlanta. The ransomware attack against 

Atlanta took city services offline for weeks and cost as much as $17 

million for recovery. During its multiyear run, it’s estimated that 

SamSam collected almost $6 million in ransom.30 In November 2018, 

the Department of Justice issued an indictment for two men in Iran 
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who were believed to be behind SamSam: Faramarz Shahi Savandi and 

Mohammad Mehdi Shah Mansouri.31 Even though they were never 

turned over to the United States, the indictment was enough to stop 

SamSam ransomware attacks. 

Unfortunately, other ransomware actors started copying the tactics 

used by SamSam, and “Big Game Hunting” ransomware attacks are 

now the norm. SamSam made $6 million over two years, but there 

are now regular news reports of ransomware attackers getting much 

more than $6 million from a single ransomware attack. 

GandCrab Does RaaS Right
GandCrab was not the first ransomware family that had a 

Ransomware-as-a-Service (RaaS) offering. Several automated ran-

somware variants offered something akin to RaaS as far back as 2016, 

including Stampado, Goliath, and even Locky. The proposition behind 

the RaaS model is fairly attractive: Inexperienced cybercriminals, or 

cybercriminals with experience in other areas, can quickly jump into 

ransomware using established code created by someone who knows 

what they’re doing. RaaS significantly lowers the barrier of entry for 

ransomware. RaaS will be discussed in greater detail in CHAPTer 2. 

The problem with most of the early RaaS programs is that, for their 

fee, the RaaS customer got only an executable. They still had to 

manage much of the attack such as initial access and collecting and 

processing payments This could be dangerous and difficult, especially 

for newer cybercriminals. 

GandCrab changed all of that by creating a turnkey RaaS offering. 

GandCrab included a back-end portal that affiliates (how they 

referred to their RaaS customers) could use to follow the status of 

an attack. GandCrab would even handle payments and then issue a 

payout to the affiliates (minus a cut, of course). 
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GandCrab launched in January 2018. It shut down its services in June 

2019, claiming retirement and stating that it had made over $150 

million during its 18-month run.32 GandCrab’s retirement didn’t last 

long. At least some of the group resurfaced shortly afterward and 

launched the REvil gang, which created the Sodinikibi ransomware 

which shared a lot of the codebase with GandCrab. 

MAZE Thinks It Would Be a Shame If Your Data 
Were Exposed
In May 2019, much of the city of Baltimore was shut down by a ran-

somware attack. The ransomware used in the attack, RobbinHood 

[sic], was relatively unsophisticated ransomware, as was the threat 

actor behind the attack. Baltimore refused to pay, and the ran-

somware actor grew increasingly frustrated, taunting the mayor 

of Baltimore on underground forums and threatening to release 

sensitive data stolen during the reconnaissance phase of the ran-

somware attack. Unsurprisingly, because most people don’t have 

access to these underground forums, very little attention was paid 

to these threats. 

MAZE ransomware was first discovered in May 2019, about the same 

time as the Baltimore ransomware attack. MAZE started as a typical 

hands-on-keyboard ransomware group with a RaaS offering. It had 

some early success, but didn’t stand out in a crowded field of RaaS 

offerings.

Then, in November 2019, MAZE did something that would take ran-

somware to the next evolutionary step: It launched a leak site. The 

site went through several iterations and domains, but the most well-

known was mazenews.top. Until this point, most security profession-

als considered ransomware attacks to be primarily data encryption 

attacks, not data theft attacks. MAZE changed that perception and 

codified the idea of double extortion: If victims wouldn’t pay to 

decrypt their files, maybe they would pay to not have their sensitive 

files published (or pay to take them down after publication). 
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The way the MAZE attacks worked, and that double extortion attacks 

continue to work, is as follows: While ransomware actors are in victim 

networks conducting reconnaissance prior to deploying the ransom-

ware, they look for interesting files to steal. After the ransomware 

is deployed, victims are told that files have been stolen as well as 

encrypted, and the victim has a period of time (usually a week or two) 

to pay the ransom or the files will be published for all to see. 

As with other lucrative ideas, this one was quickly copied by other 

ransomware actors and expanded upon so that double, triple, and 

even quadruple extortion is now the norm in ransomware attacks. 

Thinking Like a Cybercriminal: 
Motivation of Ransomware Actors
This seems like it should be a relatively short section. The motivation 

for ransomware actors is money. Right? Yes and no. Money is abso-

lutely the primary motivation of most ransomware groups, particu-

larly cybercriminals who engage in ransomware attacks. However, 

State-sponsored actors who launch ransomware attacks have more 

complex motivations. 

That motivation to make as much money as possible needs to be con-

sidered when measuring the risk of a ransomware attack. In August 

2019 there was a lot of discussion around the potential for Canon 

DSLR cameras to be vulnerable to a ransomware attack33. The analysis 

wasn’t incorrect: There was indeed a vulnerability in the Canon DSLR 

operating systems that could be exploited “over the air” to install 

ransomware. The question missing in all of the breathless coverage 

was: Why? Why would a ransomware actor rewrite their ransomware 

to infect cameras? Are the pictures on a camera so valuable that a 

victim would be willing to pay hundreds or thousands of dollars to 

get them decrypted? And, how would a decryptor on a MicroSD card 

even work? This type of “lab attack” is valuable for understanding 

vulnerabilities, but the cost/benefit analysis doesn’t make sense from 

the ransomware actor’s perspective. 



how we Got here: a hIStory of raNSomware 31

Despite the still-too-common misconception that all hackers are 

“400-pound losers” who “live in their mom’s basement,” most 

ransomware groups see themselves as business people performing a 

valuable service. As with most people, ransomware groups think of 

themselves as the good guys in their own stories. If an organization 

falls victim to a ransomware attack, it’s really the organization’s own 

fault for not securing its network better. 

This righteous self-perception repeats itself over and over again. In 

chats with victims, ransomware actors admonish the victims not to 

curse at them or call them names. In one chat a ransomware actor 

even admonished a victim for using foul language during a chat 

session. A common refrain during these chat-based negotiations is 

the need for a ransomware actor to “speak to my manager” to see 

whether a proposed deal from a negotiator is acceptable. 

Understand: Just because the ransomware actors adopt the veneer of 

respectability doesn’t mean they aren’t ruthless scumbags—that’s 

exactly what they are. But they don’t see themselves that way and 

victims need to have that mindset when approaching them. (Law 

enforcement, fortunately, doesn’t need to have the same mindset.)

A great example of ransomware actors thinking of themselves 

as professionals comes from an interview by Dmitry Smilyanets 

in The Record with Unknown, the handle that the operator of the 

REvil ransomware used.34 Dmitry asks the question, “What makes 

REvil so special? The code? Affiliates? Media attention?” Unknown’s 

response, in part:

“I think it’s all of that working together. For example, this inter-
view. It seems like, why would we even need it? On the other 
hand, better we give it than our competitors. Unusual ideas, new 
methods, and brand reputation all give good results. As I said, 
we are creating a new branch of development for extortion. If 
you look at the competitors, unfortunately, many people simply 
copy our ideas and what is most surprising—the style of the text 
of our messages.”
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A ransomware actor worried about brand reputation and referring to 

other ransomware actors as competitors is absolutely a sign that they 

think of themselves as professionals, even if the rest of the world 

knows the truth. 

Who Are the Big Ransomware 
Groups Today?
This is, undoubtedly, the most fluid section of this book. As demon-

strated earlier in this chapter, ransomware actors have changed their 

tactics many times, but those changes often take place gradually over 

several years. Ransomware groups, on the other hand, can pop up and 

shut down seemingly overnight. 

There are a lot of reasons for this, but the biggest factor stems from 

the illegal status of ransomware. This means ransomware actors 

are often under the watchful eye of law enforcement, and while law 

enforcement certainly can move slowly (at least compared to what 

those of us in the information security community would like to 

see) it does move. In the first half of 2021 alone, law enforcement 

action was taken (see Figure 1-535) that brought down Netwalker 

Ransomware,36 Egregor Ransomware,37 and Cl0p Ransomware.38 

In addition, law enforcement action against a Bitcoin exchange to 

pull back some of the paid Colonial Pipeline ransom39 was enough 

to send the ransomware group that conducted the attack, DarkSide, 

into rebranding (the actor behind DarkSide came out with a new ran-

somware in August called BlackMatter). 

All this means that the ransomware threat actor landscape has dras-

tically changed just in the first half of 2021. Make no mistake: The 

threat has not gone anywhere (this will be discussed in more detail 

in CHAPTer 2), but the main threat actors have changed. 

Still, it’s worth having a conversation about the current biggest ran-

somware threats and what to expect from each of these ransomware 

variants. 
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STOP/DJVU
The STOP ransomware family has been continuously active since 

December 2017. There are more than 300 variants of this particular 

ransomware family, making it by far the most prolific ransomware 

family operating today. According to a report from Emsisoft, STOP 

ransomware accounted for more than 71% of all submissions to the 

ID Ransomware project or approximately 360,400 attacks—and those 

are only the submissions to ID Ransomware, so the actual number is 

much higher.40

Given its longevity and proliferation, why doesn’t STOP ransom-

ware make the headlines more often? Quite simply, it’s throwback 

ransomware. STOP ransomware installs itself only on the victim’s 

machine and doesn’t spread throughout the network. The ransom 

demand is also lower, usually between $500 and $1,200, compared 

Figure 1-5: Replacement banner on Egregor site after law enforce-
ment seizure
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to the millions demanded by other ransomware actors. It’s also rel-

atively easy to defeat using traditional security tools, such us up-to-

date anti-virus services. 

This means that most of STOP’s victims are small businesses, home 

users, or victims in less developed countries, so the attacks don’t get 

the attention lavished on the hands-on-keyboard attackers that go 

after larger targets, so-called Big Game Hunting attacks. That doesn’t 

mean these attacks are any less devastating to the victims than the 

larger attacks; they’re just not going to make the news. 

The term “hands-on-keyboard” ransomware 
means a ransomware variant that requires manual 
intervention by a human operator to be deployed. 
These tend to be ransomware attacks that impact 
dozens, hundreds, even thousands of computers 
within a single network. Automated ransomware, 
like STOP/DJVU, usually only infect a single 
machine and don’t require any human interven-
tion to run.

Conti
Conti ransomware first appeared in February 2020, but wasn’t seen 

extensively in the wild until June 2020. Conti is one of the most pro-

lific hands-on-keyboard ransomware strains, with more than 450 

known victims and undoubtedly many more that weren’t publicized. 

Conti uses the RaaS model and is considered to be a cousin of the 

Ryuk ransomware, as both are operated by subgroups of the Wizard 

Spider cybercriminal group. 

Some of Conti’s victims include the Health Service Executive (HSE) 

in Ireland, which is responsible for all healthcare services in that 

country, the Volkswagen Group, Cambria County in Pennsylvania, 
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Pearson Foods Corp., and Adams County Memorial Hospital. The 

threat actors behind Conti are known for their ruthlessness. While 

many ransomware groups swore off going after healthcare facilities 

during the COVID-19 pandemic (it should be said with very “incon-

sistent” follow through on that pledge), Conti specifically targeted 

healthcare organizations in the hopes that the COVID-19 emergency 

would force victims to pay. 

Conti’s Disbanding
In February 2022, when Russia invaded Ukraine, 
Conti posted the following to their extortion site:

“The Conti Team is officially announcing a full support of Russian 
government. If anybody will decide to organize a cyberattack or 
any war activities against Russia, we are going to use all possible 
resources to strike back at the critical infrastructures of an enemy.” 

The statement angered many Conti affiliates, especially those 
who live outside of Russia. It also angered a Ukrainian security 
researcher who had infiltrated Conti’s “inner circle.” This researcher 
then leaked two years’ worth of internal chats and documentation 
created by the team behind Conti and its affiliates. Known as the 
“Conti Leaks,” the documents provided an unprecedented insight 
into the workings of a ransomware group, sharing everything from 
important command and control infrastructure to mundane con-
versations that the bad guys had about payroll problems and other 
“employees” not doing their fair share.

The so-called Conti Leaks will provide years of analysis for both 
cybersecurity and academic researchers. The leaks also lead to 
the disbanding of the Conti group, though most of the core leaders 
have moved on to other ransomware groups at this point. Still, the 
ripple effects of the Conti Leaks are still being felt today.

T H E  1 0 1
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Despite Conti’s reported ruthlessness, there are limits to how much 

attention even it can withstand. After the attack against HSE crip-

pled healthcare providers throughout Ireland for a week, Conti was 

forced to hand over the decryption key out of fear of government 

reprisal. Like many RaaS groups, the persona that Conti projects is 

one of brashness and boldness; it is “untouchable.” But, as history 

has repeatedly shown, ransomware organizations are very much 

touchable when they cross certain lines. 

LockBit Ransomware
LockBit ransomware first appeared in September 2019 and has been 

incredibly prolific. In 2020, Emsisoft reported more than 9,600 sub-

missions to ID Ransomware from infected LockBit victims,41 making 

it the second-most-prevalent hands-on-keyboard ransomware sub-

mitted to the site that year. 

Like Conti, LockBit is a RaaS offering with dozens of affiliates, mak-

ing it hard to catalogue how it operates. Some LockBit affiliates use 

phishing campaigns to gain initial access, while others use exposed 

RDP servers and still others use exploitation of known vulnerabilities 

in common VPN or other edge infrastructures, such as SonicWall, 

Microsoft SharePoint, Microsoft Exchange, and more. 

After the disappearance of the REvil ransomware group, LockBit 

relaunched itself as LockBit 2.0 along with an updated affiliate pro-

gram, in the hope of attracting ex-affiliates from REvil and other 

ransomware groups that have been forced to shut down. Some of 

LockBit’s victims include Yaskawa Electric Corp., Carrier Logistics 

Inc., Dragon Capital Group, and United Mortgage Corp. 

One of the selling points of the newest version of LockBit is that 

it automates the deployment process for the RaaS affiliate (see 

Figure 1-6). All the affiliate has to do is gain access to the victim’s 

Active Directory infrastructure and run a script. The ransomware 
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deployment package will take care of everything else. Essentially, 

it’s an “easy button” for ransomware, a very dangerous proposition 

for victims. 

In February 2024 law enforcement, led by the United Kingdom’s 

National Crime Agency, seized much of the infrastructure asso-

ciated with LockBit. In addition to taking down infrastructure and 

providing a decryptor for LockBit victims, law enforcement gained 

control of 200 cryptocurrency wallets and arrested several people 

associated with the LockBit ransomware group [add as an endnote: 

https://www.europol.europa.eu/media-press/newsroom/news/

law-enforcement-disrupt-worlds-biggest-ransomware-operation]

As with many of these takedowns, the operator of LockBit, known 

by the online moniker LockBitSupp remained in Russia, a safe haven 

country for ransomware groups, and was not arrested. In an inter-

view, he vowed to continue carrying out ransomware attacks and 

that he would rebuild even more. Whether or not he will be trusted 

remains to be seen.42

Figure 1-6: Rebuilt LockBit extortion site after his original infra-
structure was taken down by law enforcement
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Extortion-Only Groups
Since the start of 2022 there has been a rise in extortion-only 

groups, such a Karakurt and Lapsus. These extortion-only groups, 

or as Mandiant refers to them, “Multifaceted Extortion Groups,” 

are a growing problem and one that’s gaining traction among threat 

actors.43 A lot of the tactics, techniques, and procedures (TTPs) are 

the same for extortion-only and encrypt and extort groups, but the 

extortion-only groups do not encrypt data, instead they steal data 

and threaten to release it unless a ransom is paid. There’s even some 

debate in the security community as to whether these groups should 

be referred to as ransomware, or be counted differently. But the truth 

is most victims don’t care about nuances in naming conventions. 

Their data was stolen and they want to know what to do. 

One thing victims of these kinds of attacks need to be aware of is that, 

even if a ransom is paid, the data is rarely if ever deleted despite all 

assurances by the threat actor. The data will be removed from the 

data leak site, but security firms have disclosed that data that was 

reported by the threat actors as deleted often shows up for sale on 

underground forums months or years later. 

Nation State Ransomware Groups
Nation state groups have been involved in ransomware almost from 

the beginning. This chapter has already discussed WannaCry (North 

Korea) and NotPetya (Russia), both from 2017, but nation state activ-

ity in ransomware continues to grow. Since late 2021 there has been 

an increase in activity from nation state actors carrying out ransom-

ware attacks. Just in that period there have been ransomware strains 

attributed to:

 � China
 � ColdLock
 � DearCry
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 � Russia
 � Prestige

 � North Korea
 � Maui
 � H0lyGh0st
 � VHD

 � Iran
 � Moses Staff
 � Project Signal

These are attacks that use encryptors versus many nation state 

attacks that use wipers, which destroy any machine on which they’re 

deployed. The motivations behind each country’s entrance into ran-

somware is different. Some, like China and Russia, appear to be doing 

it to hide attribution and mask data theft or disruption operations. 

While others, like Iran and North Korea, appear to be doing it as a 

method of disruption and to raise funds because these are heavily 

sanctioned countries. 

Either way, having nation state actors involved in ransomware 

attacks raises the stakes for victims and makes defending against 

ransomware attacks not only more challenging, but even more 

important. 

Ransomware Is Constantly Evolving
An important point to take from this chapter is that ransomware is 

constantly evolving and will continue to do so into the foreseeable 

future. Ransomware has gone from malware delivered via floppy disk 

to large-scale campaigns that exploit previously unknown vulnera-

bilities. Ransomware has gone from demanding payment in check or 

money to gift cards and millions of dollars in cryptocurrency. Finally, 

ransomware groups have gone from one person sitting behind a com-

puter to large, complex organizations with specialized roles. With 
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the possible exception of Business Email Compromise (BEC) attacks, 

ransomware is, by far, the most profitable type of cybercriminal 

activity, and with that kind of money to be made it is not going to 

disappear easily. 
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CHAPTer 2

Cryptocurrency, RaaS, 
and the Extortion 
Ecosystem

Ransomware is a multi-billion-dollar industry, albeit a ruthless 
and illegal one that destroys organizations and devastates 
people. The professionalism of ransomware groups, like it or not, 

has to be acknowledged in any approach that attempts to stop them. 

This chapter looks at the ransomware operator economy and the 

different services that have sprung up to both to support and defend 

against ransomware.  

As discussed in CHAPTER 1, ransomware groups consider themselves 

professionals who are offering a valuable service to organizations 

that should have invested in security. On underground forums, ran-

somware groups often refer to themselves as “pen testers” looking 

to recruit other “pen testers.” (The phrase “pen testing,” short 

for “penetration testing,” is commonly used by legitimate security 

researchers for one type of research.) Part of the reason ransomware 

43
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operators refer to access brokers as pen testers is that many under-

ground forums ban the sale and advertising of ransomware, but even 

prior to the bans that was common terminology. 

Of course, the truth is that these ransomware groups are nothing but 

crooks. But, without understanding how they see themselves, it’s 

difficult to address and deal with the ransomware problem. 

Ransomware and Cryptocurrency
Periodically, conversation swells up around banning1 or regulating 

cryptocurrencies in the hope of stopping ransomware.2 Putting aside 

the objection that bans or external controls are unrealistic—because 

any law passed trying to ban cryptocurrency would likely fail spec-

tacularly, even in very oppressive regimes—we can speculate about 

whether doing so would slow down ransomware attacks.

As discussed in CHAPTER 1, ransomware existed prior to the advent 

of Bitcoin, and there were even successful campaigns that netted 

millions of dollars using MoneyPak, E-Gold, Western Union, and, of 

course, gift cards. In fact, some cybercriminals still rely on many of 

these same methods of collecting their ill-gotten gains. (How many 

grandparents have bought an iTunes or Amazon gift card to pay the 

“IRS” or “Sheriff’s Department”?) Despite the smaller dollar amount, 

these criminals still make millions of dollars a year operating out of 

call centers in India, Nigeria, and other places where law enforcement 

toward them is lax. 

Ransomware was successful prior to the advent of cryptocurrency, 

though not nearly as successful as now. Other cybercriminals have 

found success using different forms of extortion payment. So 

could ransomware actors go back to these other forms of payment? 

Probably not. 
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If We Can’t Regulate 
Cryptocurrency, Can We Regulate 
Cryptocurrency Exchanges?

There are also a lot of questions about whether cryptocurrency 
should be banned, because there are certainly benefits to a purely 
digital currency. If cryptocurrency cannot be banned or effectively 
regulated, what about cryptocurrency exchanges? 

Eventually, even the most ardent supporter of cryptocurrency 
may have to trade in Bitcoin or Monero for cash. That’s where 
exchanges come in. Exchanges allow people to trade the dig-
ital currencies for other digital currencies or fiat currencies. 
Cryptocurrency users could, in theory, trade their cryptocurrency 
for a fiat currency without an exchange. For example, two people 
could meet in a dim garage after dark, one with a briefcase of fiat 
currency, and the other with a laptop and an Internet connection. 
The first person hands over the briefcase with cash, while the sec-
ond person transfers the agreed-upon amount of cryptocurrency 
into the first person’s digital wallet. 

Although this works and is sometimes done,4 it’s not really scalable, 
especially given the number of people who use cryptocurrency and 
the number of transactions that occur each day. It’s almost impos-
sible for criminals who engage in ransomware attacks to conduct 
this kind of transaction, so cryptocurrency exchanges are a critical 
part of the ransomware ecosystem.

What would regulation of cryptocurrency exchanges look like? The 
most common answer is applying “know your customer (KYC)” laws 
to exchanges. This requires cryptocurrency exchanges to collect 
and verify information from clients looking to conduct transactions 
using the exchange’s services, similar to the requirements most 
banks have. Extending KYC to cryptocurrency exchanges could 

O F F  T H E  B E AT E N  PAT H
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Over the last few years, the size of ransom payments has ballooned 

exponentially. In 2020, Palo Alto reported that the average ran-

somware payment was $312,000, but in the first quarter of 2021 the 

average payment was $850,000.3 Those are just the averages; it’s not 

unusual to see ransom payments in the millions of dollars.4

There are certainly arguments that the current success of ransom-

ware is not tied to cryptocurrency. While some argue that ransomware 

could be profitable, even without the availability of cryptocurrencies,5 

much of the financial success seen by these threat actors is tied to the 

perceived anonymity and irreversibility of large ransom payments. 

While even Bitcoin transactions can be partially reversed, as hap-

pened after the Colonial Pipeline ransomware attack, the advent 

of cryptocurrency has empowered threat actors to demand—and 

receive—significantly higher ransoms.

make it harder for ransomware gangs to accept cryptocurrency as 
ransom payments. Even if the ransomware groups were to figure 
out a way around that it would also make it harder to launder 
ransom payments and make it more difficult to pay affiliates. 

Of course, mandating a universal KYC requirement across all 
exchanges poses its own challenges. The United States, European 
Union, Japan, South Korea, and other countries can band together 
and mandate that cryptocurrency exchanges that want to operate 
in their countries follow KYC regulations, but there will always be 
exchanges that don’t comply and don’t care that they can’t do 
business in those countries (assuming those laws are even truly 
enforceable). Still, enforcing KYC laws would limit the number of 
exchanges ransomware actors could use to launder their money, 
which might make it easier for governments and private companies 
to more effectively track their transactions. 
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Ransomware Negotiators
While there is a lot of focus on cybercriminal activity that has sprung 

up in support of ransomware groups, there have also been new roles 

created on the defensive side in support of stopping or recover-

ing from ransomware. Most notably, the advent of ransomware 

negotiators.6 

Ransomware negotiators are called in when a victim has decided they 

must pay the ransom for whatever reason. Negotiators are different 

than incident response (IR) firms, though some IR firms employ ran-

somware negotiators. Negotiators not only deal with the ransomware 

actors, they can often facilitate payment, especially for organizations 

that can’t quickly source hundreds of thousands or millions of dollars 

in cryptocurrency. 

Though this is starting to change, many ransomware groups prefer 

working with some negotiators7 as the ransomware operators see the 

negotiators as dispassionate and reasonable. There were concerns, at 

first, that some negotiators were simply taking advantage of victims 

and not helping in any way8 but as the industry has matured, the 

unethical ransomware negotiators have been more or less weeded out. 

Ransomware negotiators provide a valuable service and help ran-

somware victims, especially smaller ones, navigate through the 

ransomware process, not just the ransom payment. They can be 

critical to ensuring ransomware victims come out from an attack as 

quickly and with as much of their data as possible without violating 

any sanction laws.



CRYPTOCURRENCY, RAAS, AND THE EXTORTION ECOSYSTEM 48

The Commoditization of 
Ransomware
Larger ransomware groups like Conti and LockBit continue to expand 

as they collect hundreds of millions of dollars in ransomware every 

year while the number of smaller players continues to grow, along 

with the number of victims. The sheer scope of ransomware attacks 

has meant that several cottage industries have sprung up supporting 

ransomware operations. It’s still possible for one person to create and 

operate a ransomware variant by themselves, but that’s not the norm. 

Ransomware operations usually involve contracting cybercriminals 

with specialized roles as shown in Figure 2-1. Most of these roles 

have nothing to do with launching ransomware attacks. They’re 

involved in development, gaining initial access, processing the ran-

soms paid, and even handling negotiations. While many of these peo-

ple are more like independent contractors, some of these ransomware 

groups are large enough to maintain a small cadre of workers on their 

“payroll” and consider them employees. 

Developer
Bulletproof

Hosting IAB Affiliates

Affiliates’ IAB

RaaS Operator

Negotiation
Customer 

Service
Money

Launderer

Figure 2-1: The professional ransomware organization ecosystem
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Initial Access Brokers
Recorded Future9 estimates that there were 65,00010 hands-on-key-

board ransomware attacks in 2020. That’s simply too many victims 

for even the extensive network of actors and their affiliates to gain 

access to, steal files from, and deploy ransomware on them. That’s 

why Initial Access Brokers (IABs) have seen such meteoric growth on 

underground forums over the past couple of years.

The role of the IAB is to scan the Internet for vulnerable systems 

(how they do that will be discussed in CHAPTER 8, CHAPTER 10, 

and CHAPTER 11). Some IABs specialize in credential stuffing, where 

the attacker attempts to log in with common username/password 

combinations using brute force in rapid succession, while others 

focus on credential reuse, where an attacker finds username/password 

combinations on underground markets and attempts to use them on 

a target. 

Figure 2-2: Ransomware actor (Conti) recruiting “pen testers” on an 
underground forum (the top of the image is the original ad in Russian; 
the bottom is a roughly translated English version)
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The IAB’s role in a ransomware attack is to gain and maintain the 

initial foothold. They then sell the access to ransomware actors for 

an average price of $5,400.11 Ads for IABs, like Figure 2-2, appear all 

over underground forums, often using the euphemism “pen tester.” 

By some estimates, credential-based attacks on exposed RDP servers 

have overtaken phishing as the primary method of initial access by 

ransomware actors or IABs.12

But RDP isn’t the only opening for attack. Many IABs specialize in 

exploiting other vulnerable systems, such as:

 � Pulse Secure VPN

 � Citrix

 � Fortinet VPN

 � SonicWall Secure Mobile Access

 � Palo Alto VPN

 � F5 VPN

Essentially, any publicly exposed system that will allow remote access 

and does not have the correct patches applied (or could potentially 

allow for credential reuse) is a target of IABs, and a potentially prof-

itable one. 

Some IABs operate independently. Others work as contractors for 

specific ransomware groups, getting a guaranteed price for each 

network they infiltrate and turn over to the group. The ransomware 

groups often lure IABs into contract work by promising them bigger 

payoffs down the road. If the expected payoffs don’t happen, IABs 

may retaliate. One IAB dumped sensitive information about the ran-

somware group for the world to see.13
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Money Launderers
Money laundering is difficult for ransomware groups. In reality, 

laundering money has always been a challenge to pull off, but there 

is a difference between trying to move thousands of dollars versus 

millions of dollars at a time. Ransomware actors have gone from con-

ducting a few simple transactions that hide their money to figuring 

out how to clean up millions of dollars in collected ransoms. When 

the money laundering arm of the Clop ransomware gang was arrested 

in June of 2021, it was reported that they had successfully laundered 

more than $500 million in collected ransoms.14

How do ransomware actors move so much money through crypto-

currency exchanges? 

Ransomware attackers move most of the funds taken from their 

victims to mainstream exchanges, high-risk exchanges (meaning 

those with loose to non-existent compliance standards), and mixers. 

Several Ransomware-as-a-Service (RaaS) operators make a point to 

advertise their payment portal’s integration with mixing services as 

a feature to attract affiliate talent. Ransomware laundering activity is 

uniquely concentrated on a few platforms that move a majority of the 

funds. 73% of all the funds controlled by ransomware actors were sent 

to just 83 deposit addresses through June 2021.15 Just eight deposit 

addresses have moved more than $1 million worth of ransomware 

funds this year. Those eight deposit addresses are also moving an 

additional half billion dollars in funds connected with other types of 

illicit and licit activity as well.

Some of these exchanges are also home to over the counter (OTC) 

brokers to facilitate transactions. Ransomware groups may send the 

funds directly or hire professional launderers who do that for them. 

In 2020 Chainalysis Inc. identified 100 OTC brokers who appeared 

to specialize in moving money for cybercriminals.16 OTC brokers are 

individuals or companies that hold large amounts of cryptocurrency. 

When a trader wants to exchange cryptocurrency for another type of 

cryptocurrency or fiat currency anonymously, they can negotiate an 
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agreed upon price with an OTC, who will then handle the transac-

tion. There are many legitimate OTCs with robust KYC requirements; 

however, there are others that don’t maintain such standards, and 

are prime facilitators for criminals selling ill-gotten gains to par-

ties looking to buy cryptocurrency at a discount without asking too 

many questions about where it came from. The OTC will handle the 

exchange and the original trader is able to maintain their anonymity. 

Money laundering ransomware payments is an important part of any 

ransomware operation, especially as ransom payments have routinely 

reached seven and eight figures. Some might also employ advanced 

obfuscation techniques like “chain hopping,” a term used to describe 

the conversion from one cryptocurrency to another to try to cause 

investigators to lose their trail. For example, after receiving a ransom 

payment in Bitcoin, a threat actor may move funds to an exchange 

and swap it out for Monero or Ethereum. This may occur several times 

before cashing out to make the ransom harder to track. Having a good 

team of money launderers has been critical to allowing ransomware 

groups to grow. However, with laundering large sums of money comes 

attention from law enforcement. It’s important to remember that, at 

the end of the day, for all their sophistication, ransomware groups are 

in it for the money, if law enforcement can make it harder for them 

to get and keep their money, they will find other, more profitable 

criminal activities in which to engage.

Exploit Brokers
Researchers have known for a while that ransomware actors buy 

exploits.17 The practice really came to light with the Kaseya REvil 

ransomware attack.18 In that attack, REvil, or one of its affiliates, 

exploited a previously unknown vulnerability (commonly referred 

to as a zero-day vulnerability) against Kaseya’s Virtual System 

Administrator (VSA) software. Kaseya VSA is remote management 

software often used by managed service providers (MSPs) to remotely 

administer and protect their clients, especially smaller clients with 

limited IT or security staff.
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The Kaseya attack highlights the increased interest ransomware 

groups have in targeting MSPs and tools used by MSPs for exploita-

tion. In this case, Kaseya’s network was never compromised—the 

REvil affiliate used the vulnerability to exploit MSPs using Kaseya’s 

VSA tool. Even then, the affiliate did not encrypt the MSP networks, 

instead the affiliate used its access to deploy the ransomware to the 

clients of the MSPs. 

This attack scenario is increasingly popular with ransomware groups. 

For example, in 2019 TSM Consulting, an MSP in Texas, was compro-

mised by a REvil affiliate.19 Similar to the Kaseya attack, the ransom-

ware operator did not encrypt TSM Consulting’s systems, but used 

TSM’s access to deploy ransomware to 23 towns and cities in Texas.20 

The difference between previous attacks and the Kaseya attack is the 

addition of the zero-day into the attack. 

Small and midsize businesses are particularly susceptible to this type 

of attack because these businesses generally don’t have large IT and 

security staffs (if they have any). They are dependent on the MSPs 

for most IT functions, so if the MSP is compromised these businesses 

have no secondary line of defense. 

As of this writing, The Kaseya VSA attack was the most high-profile 

use of an exploit by a cybercriminal ransomware group. But ran-

somware groups regularly chain together exploits as part of their 

attack strategy. Typically, they target well-known vulnerabilities for 

exploitation, rather than zero-days. The known exploits still work 

because ransomware groups and IABs are counting on the slow patch 

cycle that many organizations maintain. 

In her excellent book, “This Is How They Tell Me the World Ends,” 

journalist Nicole Perlroth details the growth of the exploit market-

place and the competition between nation-state actors to acquire 

zero-day vulnerabilities and exploit them. Because of the enormous 

sums of money ransomware groups have made over the last few 

years, especially with the rise of RaaS, they’re able to compete with 

many nation-state actors to acquire exploits. 
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Ransomware groups primarily rely on exploit brokers to produce 

exploits for well-known vulnerabilities, especially anything that 

allows the ransomware actors or their affiliates to gain administrative 

access to Windows systems. Similar to IABs, some exploit brokers 

are paid by the exploit while others are contracted to the ransom-

ware groups. 

The Rise of RaaS
21RaaS has been a force multiplier for ransomware groups over the 

past few years. RaaS allows ransomware groups to go after dozens of 

targets simultaneously and greatly increase the money they make, to 

the tune of more than $590 million in the first half of 2021.22 

CHAPTER 1 discussed the SamSam ransomware group and how it 

demonstrated that a more manual approach to ransomware attacks, 

commonly referred to as hands-on-keyboard attacks, could drive up 

CISA Top Vulnerabilities
At the end of July 2021, the Cyber Infrastructure 
Security Agency (CISA) released a report of 
the top exploited vulnerabilities.21 Of the top 12 
exploited vulnerabilities, none had been released in 2021 and only 
four had been released in 2020. 

The oldest in the top 12 was from 2017: CVE-2017-11882, a remote 
code execution (RCE) in Microsoft Office. CVE-2017-11882 was 
released in November 2019, making it three and half years old 
at the time the report was released. A lot of attention is paid to 
purchases of zero-day vulnerabilities by ransomware groups—and 
that’s a scary development—but the truth is that most of the time 
ransomware groups don’t need zero days because there are plenty 
of unpatched systems waiting to be exploited.  

D E E P  D I V E
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ransom demands and make ransomware actors even more money. 

These hands-on-board attacks targeting ever larger victims are often 

called “Big Game Hunting” attacks. 

Big Game Hunting ransomware attacks are much more commonplace 

now than they were in 2016, but they are also more time-consuming 

than automated attacks. Because hands-on-keyboard attacks require 

direct execution by a ransomware operator, they often take days or 

weeks to complete (though some have been completed in a matter of 

hours). Ransomware actors operating alone can realistically complete 

one or maybe two of these attacks a week. Gaining administrative 

access, finding and exfiltrating files, getting access to the Domain 

Controller and deploying the ransomware takes time, even in heavily 

scripted operations. Contrast that number to the Conti ransomware 

gang who, as of August 2021, regularly post 25 to 30 new victims to 

their extortion site. (Only a fraction of victims, somewhere between 

10% to 30%, are publicized on extortion sites.)

Unsuccessful hands-on-keyboard attacks represent an underexplored 

area. Although an estimated 65,000 successful hands-on-keyboard 

ransomware attacks took place worldwide in 2020, based on anecdotal 

reporting, most attempted attacks fail. This is an area of study that 

isn’t well-documented and hard to quantify. After all, if a Security 

Operation Center (SOC), security team, or automated system stops a 

ransomware attack in progress it doesn’t make the news, and no one 

is collecting statistics on ransomware group failures. Despite how bad 

the ransomware problem is, it could actually be a lot worse. 

Multilevel Marketing for Bad Guys
RaaS is often advertised using the same methods as multilevel mar-

keting (MLM) schemes (see Figure 2-3). Though it is not a pyra-

mid scheme in the truest sense, there are some similarities. RaaS 

operators refer to the criminals who subscribe to their service as 

“affiliates.” But the similarities don’t end there. Most RaaS offerings 

require an initial buy-in, after which affiliates pay for the service 
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and the RaaS operator takes money off the top of each ransom paid. 

Some ransomware groups have even been known to pay affiliates who 

recruit new affiliates. 

Like ads for MLM schemes, RaaS ads often tout the money that affil-

iates can make and post news articles showing the amounts that dif-

ferent victims paid. The ads cite the ransoms paid by these victims as 

a lure to attract new affiliates. RaaS operators maintain a brash and 

bold persona across underground forums, routinely hosting “hack-

ing contests” offering prizes to those who come up with interesting 

proof of concept (PoC) exploit code.23 The difference between RaaS 

offerings and legal MLM schemes is that most of the affiliates actually 

make money.

Figure 2-3: Advertisement for GandCrab RaaS offering from 2018
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Unfortunately, It Works
Despite all the bluster and often ridiculousness of RaaS ads including 

YouTube videos like the one screen captured in Figure 2-4,24 RaaS 

has been a very effective way of expanding the ability of ransomware 

actors to conduct multiple simultaneous attacks and collect increas-

ing ransom payments from thousands of victims around the world. 

Double, Triple, and Quadruple 
Extortion
Almost hand-in-hand with the growth of RaaS has been the expan-

sion of the extortion ecosystem. As ransomware groups saw a drop in 

the number of victims willing to pay a ransom to decrypt their files, 

the attackers had to go to more extreme lengths to wrestle payment 

from their victims. As discussed in CHAPTER 1, MAZE was the first 

ransomware group to create an extortion site for stolen files, but 

other groups quickly followed suit, to the point where it’s unusual 

for a ransomware group to lack an extortion site. Figure 2-5 shows 

an example.

Figure 2-4: A screen capture from a YouTube video advertising 
Philadelphia Ransomware



CRYPTOCURRENCY, RAAS, AND THE EXTORTION ECOSYSTEM 58

Ransomware extortion sites are used for more than just posting files. 

They also serve as a conduit for press and researchers to reach out to 

the ransomware group. Thus, many extortion sites have announce-

ment sections where the ransomware group can post updates and 

“press releases.” These sites, despite being hosted on The Onion 

Router (TOR) anonymizing network, often serve as the public face of 

ransomware groups. 

Extortion has become so important to ransomware that RaaS oper-

ators often include instructions about which systems to search once 

affiliates are inside the network in order to find the types of files to 

retrieve in order to maximize the chances of getting the ransom paid. 

Figure 2-5: The Grief Ransomware extortion site—not only does 
it list victims and files, but it includes an incorrect interpretation of 
GDPR enforcement, as well as a slideshow about the cost of ransom-
ware recovery
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Double extortion isn’t enough. Ransomware groups have expanded 

the extortion ecosystem in ways designed to maximize their chance 

of getting a ransom payment from victims. Ransomware actors have 

threatened to launch DDoS attacks against victims who refuse to 

pay,25 have used call centers to call customers of ransomware victims 

to try to get those customers to convince the victims to pay,26 and 

have even attempted to blackmail corporate executives. In addition, 

ransomware groups routinely try to find information about cyber 

insurance policies during the reconnaissance phase of the ransom-

ware attack. Ransomware actors often cite these policies during 

negotiations. 

Several ransomware groups have threatened to sell information about 

the ransomware attacks to stock markets or unscrupulous traders 

who could use the information to short victim companies’ stock.  

And ransomware groups are just getting started. Paying a ransom 

continues to be frowned upon and, some have argued,27 should be 

illegal. As a result, ransomware groups have to go to greater lengths 

to convince organizations that not paying a ransom is going to be 

more expensive than paying the ransom and suffering the associated 

consequences. 

In fact, in September 2021, several ransomware groups took these 

threats to the next level by threatening to delete the files and decryp-

tion key of any victim that called law enforcement or brought in a 

Figure 2-6: A post from the DoppelPaymer extortion site threat-
ening to delete data and keys from ransomware victims who use a 
negotiating firm or call law enforcement
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ransomware negotiator. Figure 2-6 shows a notice posted to the 

DoppelPaymer ransomware extortion site, threatening to do just that. 

DoppelPaymer is just one example of a ransomware group doing this, 

others include Grief, BlackMatter and REvil. 

Ransomware groups are also willing to embarrass victims by posting 

negotiations for victims who ultimately refuse to pay. In July 2022, 

when the group behind LockBit released version 3.0 of their ransom-

ware they included the capability to record negotiations.28 This means 

that any sensitive information that’s discussed during negotiations 

may now become public if the ransomware group doesn’t get paid. 

It’s also another sign that victims should never assume that ransom-

ware groups are negotiating in good faith, they’re simply looking for 

any advantage they can get to try to force money out of their victims.29

The point of this chapter is that ransomware is not only not going 

away any time soon, it is evolving to an ever more dangerous form 

of cybercrime that has to be taken seriously by organizations of all 

sizes. Figure 2-8 summarizes the extortion mechanisms used by 

ransomware groups. 

Figure 2-7: This image highlights the practice of recording negotia-
tions for public exposure29
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The next chapter describes how organizations can prepare for a ran-

somware attack, knowing that it most likely will eventually happen.
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Attacks
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Figure 2-8: The ransomware extortion ecosystem
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CHAPTer 3

Tabletop Exercises

Mike Tyson famously said, “Everybody has a plan until they 
get punched in the mouth.” Keep this quote in mind throughout 

this chapter. The truth is most organizations are not prepared for 

a ransomware attack. This statement seems counterintuitive; after 

all, there’s a lot of information available about ransomware attacks. 

It seems like every week there appear dozens of articles and count-

less webinars focused on helping organizations defend themselves 

against ransomware. How can anyone be unprepared at this point? 

Unfortunately, most victims still are unprepared, demonstrated by 

the fact that ransomware attacks are not only not slowing down, but 

increasing year after year. 

63
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One of the big areas of disconnect is between the knowledge about 

ransomware among security teams and what the rest of the com-

pany knows. One way to close that gap in knowledge is by engaging 

in tabletop exercises. In addition to helping to isolate weaknesses 

in security, ransomware tabletop exercises serve as a platform for 

security teams to educate the rest of the organization. 

Raising awareness is only one goal of a ransomware tabletop exercise. 

In addition, organizations should plan to:

 � Test the assumptions and effectiveness of incident 
response (IR) and disaster recovery (DR) plans

 � Test the organization’s interaction with the 
cybersecurity DR plan

 � Test the cybersecurity team’s escalation and response 
procedures

 � Identify gaps in cybersecurity processes 

Of course, to realize these goals, the right people need to be invited 

to participate in the exercise.  

Getting the Right People Involved
One of the hardest parts of conducting a tabletop exercise is getting 

the right people involved. Everyone is busy and, like it or not, ran-

somware defense (and cybersecurity in general) is not top of mind for 

most people. This can make it difficult to get the necessary people 

involved in a tabletop exercise. But when a ransomware attack hap-

pens, you’ll need “all hands on deck.” Thus, getting the right people 

to attend a tabletop exercise is critical so that when an actual attack 

happens, all the respondents will have at least a passing familiarity 

with their roles and responsibilities. 
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Start Small
Most organizations want to conduct regular tabletop exercises, but if 

they’re seen as a waste of time by those outside of security and IT, it 

will be harder to get different departments to attend future sessions. 

If an organization has never conducted a tabletop exercise, it’s rec-

ommended that that initial planning and goal setting be conducted 

by a core group and that this group attempt a trial run. 

Typically, a trial run consists of a meeting where representatives from 

various IT and security teams outline an attack scenario and walk 

through how the response is expected to proceed. This preliminary 

run-through allows the core teams to test some basic assumptions 

about who has what role in a ransomware response. The run-through 

contributes to a smooth experience during the actual exercise. This 

doesn’t mean that no mistakes will be found during the larger table-

top exercise—in fact, uncovering problems is a sign of a successful 

ransomware tabletop exercise. But a limited run-through allows the 

core teams to iron out the basic assumptions. 

Who are the core team members for a ransomware tabletop exercise? 

It depends on the size of the organization and how labor is divided up 

between teams. Usually, the core team consists of some combination 

of teams responsible for:

 � IR/Cybersecurity

 � IT

 � Backups

This relatively small collection of expert staff will be responsible 

for planning the exercise, developing the scenario, and setting the 

goals for the exercise. The planning phase of the tabletop exercise 

can take as long as a month to put together. Someone from this team 

should be the facilitator of the exercise: the person who leads every-

one through the scenario and drops little “surprises” along the way. 
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Someone else from this group should be designated to be note-taker. 

Most likely, each attendee will take their own notes, and should be 

encouraged to, but there needs to be a single repository for reliable 

information as well. 

When putting together a ransomware tabletop exercise, keep the 

length of the exercise in mind. Most of the people involved in the 

exercise have busy schedules and will have trouble devoting an entire 

day to an exercise like this (though they’re more likely to attend if 

they know senior leadership is in attendance). For most organi-

zations, half a day will be enough to run through a realistic attack 

scenario step by step, confirming dependencies, and finding flaws 

in the plan. Larger organizations may need a full day.

Even spending half a day in one of these exercises may be difficult for 

some people, but it is important to emphasize that if a real ransom-

ware attack happens, they’ll be spending days, if not weeks, focusing 

on nothing but that. So, devoting half to a full day to this exercise 

seems like a worthwhile trade-off. 

Attendees
The actual exercise should involve people from all the necessary 

departments and at least one person from the organization’s lead-

ership team. Leadership support and participation are important 

because they show that the tabletop exercise is serious and has the 

attention of the entire organization.

Because you’re asking top leadership to participate in the main exer-

cise, the smaller trial run is particularly important to let the core 

team work out any kinks before conducting the exercise with the 

broader team. That doesn’t mean that flaws in your responses should 

be hidden from leadership. The exercise should run as smoothly as 

possible, even while revealing weaknesses in the organization’s cur-

rent procedures. 
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At a minimum, attendees to the tabletop exercise should include 

representatives from:

 � IR team

 � Each of the IT teams

 � Backups team

 � Every major office location

 � Leadership

 � Communications/public relations

 � Human resources 

 � Legal

Each of these departments may have a critical role to play in respond-

ing to a ransomware incident. From actually dealing with the cleanup, 

to communication with employees, partners, press, attackers, and 

customers, everyone needs to know what to expect. 

Having the legal team present (or outside legal counsel if there’s no 

in-house legal team) during the tabletop exercise is helpful, because 

there’s a good chance that your legal team will be leading your IR.1 At 

the very least, your IR team will be running everything through your 

legal team. If your organization is hit by a ransomware attack, there 

is a very good chance it will become public, and if it becomes public, 

lawsuits will follow.2 Assume that IR, reporting, and communications 

will all flow through the legal team in a ransomware attack and con-

duct tabletop exercises accordingly.   
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Running Tabletop Exercises on a 
Regular Basis
During a ransomware tabletop exercise, responses should be based 

on what’s documented in an organization’s IR and DR plans. As will 

be discussed in CHAPTer 4, IR and DR plans should be dynamic, 

evolving as the organization and the threats change. 

But, of course, as IR and DR plans change, they need to be tested to 

ensure that the assumptions in those plans work out as expected. 

A tabletop exercise is a great way to carry out the tests. Not every 

Have an Incident Response 
Retainer? You Might Have a 
Tabletop Exercise
With ransomware attacks as pervasive as they are right now, most 
incident response companies don’t have any time to spare for 
non-clients. To ensure they can get help if needed, many organiza-
tions put down a retainer with an incident response company. The 
organization fills out the necessary paperwork and gives a down 
payment against a future incident. 

What happens if you go through the year and wind up not need-
ing outside incident response? Usually, the retainer goes away 
and the organization starts again the next year. But many incident 
response companies allow their clients to apply the retainer to a 
tabletop exercise. 

This is especially useful for smaller organizations that don’t have 
experience running their own tabletop exercises. Bringing experts 
in to conduct the tabletop exercise allows the team to learn from 
the incident response company and helps to ensure that money 
isn’t wasted.

B R I G H T  I D E A
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change to IR and DR plans requires a full-fledged tabletop exercise, 

but every change should be tested to ensure it doesn’t break any 

dependencies. We’ll return later to this discussion in this book. 

When an organization makes big changes to IR and DR plans or as 

ransomware attacks continue to evolve, new tabletop exercises should 

be conducted. This allows everyone in the organization to be familiar 

with the changing plans and the evolution of ransomware attacks. 

Not every organization can conduct tabletop exercises when changes 

are made to IR and DR plans, some organizations have to schedule 

regular tabletop exercises instead. How often should an organization 

run ransomware tabletop exercises? Ideally, it should be done annu-

ally, but that may not be realistic. Getting the necessary personnel, 

possibly from around the country or the world, for a half day or longer 

is hard enough. To add to the time requirements, there may be other 

tabletop scenarios independent of ransomware that also need to be 

run, so an annual tabletop exercise devoted exclusively to ransom-

ware may be difficult. If annual tabletop exercises aren’t realistic, 

they should occur no more than 18 months apart. Ransomware tactics 

change drastically over an 18-month period, IT and security teams 

have to rely on intelligence to keep up-to-date with those changes. 

Delaying the exercise any longer than that will likely mean that the 

IR and DR plans that most of the participants are familiar with are 

severely outdated. 

Creating Plausible Scenarios
A successful tabletop exercise both educates staff and achieves the 

other goals laid out at the start of the exercise. The key to having a 

successful ransomware tabletop exercise is to create a ransomware 

scenario that is realistic—that mimics actual ransomware attacks 

happening today—and seriously tests the ability of the security team 

to respond to such an attack. 
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Dungeon Master
If you have ever played Dungeons & Dragons, 
you’re familiar with the concept of the Dungeon 
Master. The Dungeon Master is responsible for 
game play as the players move through the world created by the 
Dungeon Master. Being a facilitator in a ransomware tabletop 
exercise is a lot like being a Dungeon Master. Following these five 
rules will make you a good facilitator or Dungeon Master:

1. The exercise is about the participants, not you. Make the 
exercise enjoyable for the participants while accomplishing the 
goals laid out by the core team. 

2. Be adaptable. You might not get the response you’re expecting 
to some of the scenarios. When that happens, work through 
why the participant responded that way and be prepared 
to adapt. 

3. Read the room. If everyone is staring at their phones or rapidly 
losing interest, don’t be afraid to take an unscheduled break 
and try to get everyone back on track. This is especially true if 
one or two people are involved in the minutiae of a specific task. 
Their discussion might be important, but if it goes on too long, 
have them take it offline. Ask them to come up with a resolution 
and report back to the larger team in the follow-up report. 

4. Change the “Dice Rolls.” The goal of the tabletop exercise is 
not to embarrass or “call out” any of the teams; it’s to make 
the response to a ransomware attack more successful. If, 
during the course of the exercise, you uncover serious deficits 
on one of the teams, don’t dwell on the problem, but note 
it down and work with the team to improve their processes. 
In this way you make everyone more secure overall without 
humiliating any team.

O F F  T H E  B E AT E N  PAT H
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Data you can use to mimic a ransomware attack is freely available 

from many places. For example, the DFIR Report (thedfirreport.

com) provides step-by-step information about how a ransomware 

actor got into their honey pot, moved laterally through the network, 

exfiltrated potentially sensitive data, and installed the ransomware. 

Taking a scenario laid out by a site like that can help the facilitator 

walk through a ransomware attack and see how the different teams 

respond to the attack.

Outsourcing
An organization that’s not prepared to run its own ransomware 

tabletop exercise can often outsource the capability to a third party. 

Companies such as KnowBe4 (knowbe4.com) offer services that can 

help facilitate a tabletop exercise, while other companies such as 

TrustPeers (trustpeers.com) and GroupSense (groupsense.io) offer 

fully outsourced ransomware tabletop exercises. 

For organizations that don’t want to fully outsource this task, there 

are often sector-specific ransomware tabletop exercise templates 

available, usually at no cost. Organizations that are members of 

their sector’s Information Sharing and Analysis Center (ISAC) should 

reach out to see what resources are available. There are ISACs for 

State, Local, and Tribal Governments (MS-ISAC), the Financial Sector 

(FS-ISAC), Healthcare (H-ISAC), Retail and Hospitality (RS-ISAC), 

Water (WaterISAC), Automotive (Auto-ISAC), and many others. In 

5. Steal. Just like everyone else participating in the exercise, you 
are very busy. You might have been given time to facilitate 
this exercise, but facilitation takes a lot of work, so don’t be 
afraid to steal ideas from others who have conducted these 
same exercises. Doing so saves time and you can adapt 
the scenarios specifically for your organization. Use your 
time wisely.
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addition, there are plenty of freely available general templates for 

conducting exercises. There are a lot of resources to help organiza-

tions launch and continue to run ransomware tabletop exercises—

don’t hesitate to take advantage of them.

Really Testing Assumptions
As stated earlier, one of the goals of a ransomware tabletop exercise 

is to not “call out” other teams for failures, but to understand where 

the gaps in your cybersecurity and incident response plans are. Your 

ransomware tabletop exercise should test the assumptions made by 

the different teams to make sure your IR and DR processes actually 

work in the ways they’re assumed to work.

An example of testing assumptions is shown in the flowchart in 

Figure 3-1. This chart represents just the initial access phase step 

of a ransomware attack, where an attacker gains access to the orga-

nization through a credential reuse attack. 

Start with understanding how a credential reuse attack would be 

detected (assuming it would be recognized at all) and follow up by 

asking what actions would be taken. Is this type of attack consid-

ered a high priority or a low priority, and what are the response time 

differences between high-priority attacks and low-priority attacks? 
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Time
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Figure 3-1: Example flowchart of the start of a typical ransomware 
attack
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The idea is to thoroughly understand your detection capabilities 

and how the SOC views these types of events. Are they going to be 

largely ignored until it is too late, or will the SOC be able to detect the 

activity during the ransomware attacker’s reconnaissance phase? If 

these events are considered low priority, why is that? Are IR teams 

inundated with these types of alerts to the point that responding 

to them all would take up more time than they are worth? How can 

detection be improved so that potentially riskier alerts, even if they 

look like typical low-priority alerts, get more attention? This risk 

classification works not only with cybersecurity events, but with all 

processes in the IR plan.

Figure 3-2 shows the process of notifying employees of the ran-

somware attack. 

The process starts out simply enough with a decision to alert employ-

ees. The process is owned by human resources, with input from the 

legal team and email as the delivery method. But what happens when 

email is down because the Exchange Server itself is encrypted (an 

increasingly common tactic)? Is there a backup communications plan? 

There might not be a backup plan: The IR plan may have been put 

together before encrypting mail servers became a common tactic. 

But it’s important to identify that hole and determine how or if to 

fix it. The team may decide that notifying employees is a low pri-

ority and that notification can wait until the mail server is restored 

from backup. 
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Figure 3-2: The process for notifying employees of a ransomware 
attack
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The important thing is to use these decision points to determine, as 

a group, what needs to be done. Is each step an acceptable risk that 

doesn’t require any adjustment, or do adjustments need to be made 

to internal processes or the IR and DR plans? 

The note taker should be documenting all of these decisions, as well 

as who owns them, so that each team can follow up on the areas for 

which they are responsible.

Following up and Making 
Improvements
Honestly, the ransomware tabletop exercise is the most enjoyable 

part of preparing for a ransomware attack. If it’s set up correctly, the 

exercise is carried out in a comfortable, relaxed atmosphere with good 

food, and everyone feels empowered by getting to understand what’s 

working well and what needs improvement in the organization’s ran-

somware prevention, detection, and IR and DR plans. 

One of the biggest mistakes that organizations 
make the first time they organize a ransomware 
tabletop exercise is to skimp on the food. Don’t 
just supply pizza: Have nice food catered for the 
morning and afternoon. This may sound silly, but 
good food will help keep people relax, realize 
this is a serious exercise, and, most importantly, 
encourage them to participate in future exercises.

But the tabletop exercise is just the beginning. If you adhere to the 

guidelines laid out in this chapter, there will be a good deal of fol-

low-up work to do across a number of teams. Some of these tasks 

will be simple process changes, whereas other tasks will require time, 

personnel, and budget. 
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Someone will need to be responsible for collating all of the tasks, 

determining who the owner is for each task, and getting agreement 

on a timeline for completion. In addition, each of the tasks should 

be ranked according to priority. Because these tasks will fall across 

many different departments, it’s probably not a good idea to rank 

them using a numbering system (i.e., from 1 to n). Instead, consider 

ranking them High, Medium, or Low. That allows the team to assign 

items a similar priority across multiple departments. Then set a 

deadline for the different levels: for instance, high-priority items 

have to be completed within six months, medium-priority within 

nine months, and low-priority within the next year (these timelines 

are simply examples; each organization has to assess their own risk). 

Remember, the purpose of a ransomware tabletop exercise is to help 

prevent or mitigate the effects of a successful ransomware attack. The 

tasks agreed to during the exercise help meet that goal, so follow up 

is important to ensure they’re completed in a timely manner (when 

possible). If they can’t be completed in a timely manner (especially 

the high-priority tasks), other compensating controls may need to 

be put into place. 

In the end, a successful ransomware tabletop exercise will help edu-

cate everyone involved about what’s involved in a ransomware attack 

and in the ransomware recovery process. The exercise will also help 

everyone understand more about the organization’s processes and 

how they can be improved. 
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1 https://www.healthcareitnews.com/news/include-lawyers-cybersecurity-incident-response-
planning-forrester-says

2 https://www.washingtonpost.com/technology/2021/07/25/ransomware-class-action-lawsuit/

Notes
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CHAPTer 4

Creating Disaster 
Recovery and Incident 
Response Plans

Whole books have been written about both disaster recovery 
(Dr) and incident response (Ir) planning. It’s impossible to do 

either topic justice in a single chapter, much less both topics. In 

keeping with the subject of this book, this chapter will focus on how 

ransomware should figure into your IR and DR plans. Ransomware 

attacks have been so rampant over the last several years that they’ve 

prompted organizations that never had IR and DR plans to suddenly 

develop them, and they’re almost entirely focused on ransomware. 

Of course, IR and DR plans shouldn’t focus just on ransomware; there 

are a lot of other threats out there from both nation state and cyber-

criminal groups. It’s not just the ransomware itself that these plans 

have to take into account, but all phases of the ransomware attack:

 � Initial Access

 � Reconnaissance

 � Exfiltration
7 7
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That being said, it’s understandable that the ransomware threat 

would prompt many organizations to start preparing for attacks. 

Recovering from a successful ransomware attack can take months or 

years and cost millions of dollars—if your organization doesn’t have 

to close its doors first. The possibility of getting hit with a ransom-

ware attack scares everyone, rightfully, and being unprepared for that 

attack is even scarier. 

Let’s see how organizations can better prepare themselves for ran-

somware attacks and, if not stop the attacks, then at least be able to 

quickly and somewhat painlessly recover. As Tony Stark famously 

said to Loki, “If we can’t protect the Earth, you can be damned well 

sure we’ll avenge it.”

Okay, maybe it’s not that dramatic, but still … 

What’s the Difference Between  
DR and IR?
Most of the time, when we talk about ransomware attacks, we talk 

about detection because the initial goal is always to stop the attack 

before it takes over the entire network. Unfortunately, many orga-

nizations don’t stop a ransomware attack in time and will be forced 

to activate their IR and DR plans. 

A DR plan is a living document that contains detailed instructions on 

how to respond to acts of nature, catastrophic errors, or—increas-

ingly—cybercriminal attacks. 

An IR plan should be part of a DR plan. But in most organizations, 

DR and IR plans are distinct documents maintained by two different 

groups. That’s because, historically, DR plans were managed by the 

risk management groups within an organization, whereas IR plans 

were managed by IT or security teams. IT and security teams hav-

en’t traditionally reported to the same leadership as risk teams. So, 
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while DR plans often had a high-level overview of how to handle IT 

systems, it was usually in terms of how to manage these systems in 

the event of a natural disaster. 

This mindset has started to change (albeit slowly), and it absolutely 

must. IT and security teams don’t usually speak the same language 

as risk management and compliance teams do, but they need to be 

able to adapt to the risk management world to create better IR and 

DR plans for dealing with cyberattacks. That is why DR and IR plan-

ning are part of the same chapter in this book: they need to be tied 

together, even if they aren’t in many organizations today. 

Points to Consider for Your DR Plan
Again, the goal of this section is not to act as a guide on how to build a DR 

plan from scratch. Instead, the goal is to advise organizations on ways 

they can incorporate ransomware recovery into a DR plan. Some of the 

ransomware DR plan will include the ransomware IR plan discussed in 

the next section, but DR is really focused on the long, slow—often mun-

dane, and sometimes painful—part of ransomware recovery: getting the 

organization back up and fully operational. 

Depending on the size of an organization, or the outsourced IR 

team, ransomware DR may be going on simultaneously with IR. 

Organizations have an obligation to get up and running as quickly as 

possible. Their constituents—patients, customers, students, and so 

on—will have expectations that at least some services will be back 

online quickly. Others could be brought back more gradually. 

Of course, the IR and DR teams must coordinate their work. The ran-

somware attack must be truly contained before systems are bought 

online or there’s a good chance of reinfection. The DR team has to 

restore servers in isolation, making sure they’re restored from a 

point before the ransomware or other tools the ransomware actor 

used during the earlier phases of attack were installed. Otherwise, 

the ransomware can be reintroduced into the network. 
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Setting DR Goals
DR goals are usually measured as Recovery Point Objective (RPO) ver-

sus Recovery Point Actual (RPA) and Recovery Time Objective (RTO) 

versus Recovery Time Actual (RTA). RPO is defined as the amount of 

data acceptable to lose in a disaster. For example, if an organization 

is conducting hourly backups, RPO for a ransomware attack should 

be one hour. RPA for a ransomware attack is the amount of data lost 

in an attack. RPA can be affected by backup data that was encrypted 

by the ransomware group (discussed in CHAPTer 5) and the need to 

use an earlier image because you can’t clean the ransomware actor’s 

tools off a backup image. RTO is the amount of time between inci-

dent detection and the point when service is fully restored. RTA, as 

expected, is the actual time it takes to restore a service. 1

If your organization needs to create a DR plan 
from scratch, there are a lot of great resources 
that can guide you. Ready.gov has a document 
that describes how to build out an IT DR plan.1 
For a more comprehensive look at DR, take a look 
at the book, Modern Data Protection: Ensuring 
Recoverability of All Modern Workloads, by W. 
Curtis Preston.

DR from a ransomware attack often experiences a big discrepancy 

between RTO and RTA. Why is that? Most DR plans are written around 

having to restore a single server or cluster of servers. One scenario 

might be that a Microsoft Exchange server crashes and is unrecov-

erable. The DR plan says to take the most recent backup and restore 

from that point. Recovery from backup takes three hours and the 

last backup was completed 30 minutes before the server crashed, 

so the RTA is 3.5 hours. An example of RPO and RTO is shown in 

Figure 4-1. 
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The problem with a ransomware attack is that there are often hun-

dreds or thousands of servers that need to be restored. If the RTO 

for restoring a server is four hours, and there are now 2,500 servers 

that need to be restored, they potentially require 10,000 hours to 

restore (roughly 416 days with teams working around the clock). Of 

course, it won’t be a single team restoring servers, but even with 

multiple DR teams working simultaneously, there is only so much 

bandwidth (literally and figuratively). It’s easy to see why it often 

takes so long to fully recover from a ransomware attack and recovery 

time is taking longer and longer. In 2016, the average recovery time 

from a ransomware attack was 33 hours.2 By the first quarter of 2019 

ransomware recovery time had jumped to 7.3 days.3 In the second 

quarter of 2021 average ransomware recovery time was at 21 days 

and that’s just the average, some organizations take months, while 

others never recover.4 

RPO and RTO goals in the DR plan should be adjusted to account 

for the likelihood of a total network shutdown during a ransomware 

attack. 56

Ransomware
Attack

Goal: Lose no more
than 5 hours of data

Reality: Backups don’t always go
as planned.

-10 HOURS -5 HOURS

RPO

RPA
Reality: Multiply 5 hours by hundreds of
encrypted systems and add IR work. 

RTA

Goal: Encrypted server
restored in 5 hours

RTO

+5 HOURS

Figure 4-1: This diagram shows the differences between RPO, RPA, 
RTO, and RTA and how they are affected by a ransomware attack
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Homer Simpson: They Have 
Ransomware on ESXi Now?
There’s a quote from Homer Simpson that’s often 
overused in IT security circles,5 “Oh, they have the Internet on comput-
ers now.” The quote wonderfully captures how surprised people are by 
things that seem like a natural progression to people who understand 
a topic deeply. In this case, more and more ransomware groups are 
creating versions of their ransomware specifically designed to encrypt 
ESXi systems. 

Why? Because if a ransomware actor can encrypt an ESXi server, 
they can instantly remove dozens or hundreds of machines from 
the network, creating significantly more chaos. Being able to knock 
an ESXi server offline allows the attacker to do a lot of damage in a 
shorter period of time, not just because of the number systems, but 
also because of the type of data stored on ESXi servers. ESXi systems 
usually store backups, file storage, code repositories, databases, 
and other critical files making their encryption a serious business 
disruption. 

But there’s another advantage: Many organizations have virtualized 
their DR environments. Whether it’s a hosted environment or a Disaster 
Recovery as a Service (DRaaS), organizations can save a lot of money 
by going virtual and can restore servers very quickly after a ransom-
ware attack. However, if the DR site is reachable from the network, the 
ransomware attacker can use that connectivity to access and encrypt 
the DR servers. This is not a hypothetical scenario. Unfortunately, it 
has happened to several ransomware victims.6

Organizations relying on virtual servers for DR should ensure those 
servers are fully segmented from the live network, to avoid encryption 
by a ransomware group. In addition, these systems should have the 
same security systems installed and monitoring that are applied to live 
servers. DR servers are critical to ransomware recovery and should be 
monitored as such.

D E E P  D I V E
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Prioritization
Given the scenario laid out in the previous section, a ransomware DR 

plan has to focus on prioritizing which servers will need to be recov-

ered in what order. It’s critical to define which systems are core to the 

success of the organization and how quickly those can be restored to 

try to get some operations back to normal.

The reason this needs to be documented in the DR plan is that the 

decision requires leadership input, and the time to ask this question 

is not after a catastrophic ransomware event. There will be a lot of 

different groups making demands of the DR team in the aftermath 

of a ransomware attack, and every group will think their systems are 

top priority. Having a clear, prioritized list of systems that need to be 

restored and in what order allows the DR team to get to work without 

having to deal with the natural chaos that’s part of any recovery from 

a ransomware attack.

Documenting the priority of system recovery is important, but so is 

some level of flexibility. There may be scenarios that weren’t consid-

ered during the DR planning, so the DR team needs to be able to make 

adjustments as advised by leadership. For example, if the ransom-

ware attack happens at the end of a quarter, there may be some sales 

systems that need to be prioritized over other systems that would 

normally take precedence. Ideally, all of these scenarios would have 

been considered and there will be plans in place, but even the best DR 

plans often have holes. Sadly, too many of those holes are discovered 

during an actual disaster. This is why the tabletop exercises discussed 

in CHAPTer 3 are so important—they help discover these holes.  

Outside Help
After a ransomware attack, there’s a good chance that an organiza-

tion will need to bring in outside help for both IR and DR. On the DR 

side, it’s important to document the steps for recovery so well that 

even someone from outside the organization can easily understand 
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what needs to be done and carry out the necessary tasks. This is a 

basic tenet of good DR planning, but it’s not always practiced for IT 

recovery. 

One common problem that outside organizations run into is outdated 

network diagrams or an opaque environment. Network diagrams, 

asset inventory, and software installations can change rapidly. If 

updating the DR plan isn’t part of the change control process when 

these changes happen, it can quickly become outdated. This is a 

slightly difference stance than the discussion around IR diagrams. 

The reason for the difference is that there is a little more leeway for 

error when an internal team is looking at a DR plan than when an 

external company is looking at an IR plan. The internal team has 

some institutional knowledge and they can, hopefully, deal better 

with mistakes. External IR teams don’t have that institutional knowl-

edge to fall back on. This lack of planning can significantly slow down 

the recovery process or force an organization to rebuild the network 

from scratch, causing significant delays. 

Paying the Ransom
No one likes to talk about this. CHAPTer 20 will go into more detail 

on this topic, but knowing when it’s time to pay the ransom is an 

important decision that should be settled before a ransomware attack 

happens. Documenting what conditions would force a ransom pay-

ment ahead of time allows an organization to avoid a panic decision. 

Along with when to pay the ransom, documenting how the ransom will 

be paid is critical. If a ransom payment is covered by cyber insurance, 

that should be noted in the DR plan and should be checked annually. 

There are several ways that a ransom can be paid. There are ransom-

ware negotiators who will handle interaction with ransomware groups 

and often pay the ransom on the victim’s behalf (for a fee, of course). 
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It used to be a common practice for organizations to have a Bitcoin 

or other cryptocurrency wallet with a few hundred Bitcoin in it to 

use in the event of a ransomware attack. The location and procedure 

for accessing that wallet would be included in any ransomware DR 

plan. Because the price of Bitcoin has increased so much, and ransom 

demands are now regularly in the millions of dollars, this is only a 

practical solution for the largest of organizations.

Cyber insurance companies are getting more 
selective about whom they cover and whether 
they pay a ransom in the event of a ransomware 
attack. Most policies renew annually. Part of the 
cyber insurance policy renewal process should 
involve updating the DR plan to confirm that cyber 
insurance will still pay the ransom in the event of a 
ransomware attack.

These are some of the aspects of ransomware DR that need to be 

considered as part of a larger DR plan. An effective DR plan for ran-

somware and its aftermath takes into consideration the unique nature 

of a ransomware attack, as well as the challenges involved in having 

most or all of an organization’s systems encrypted and having to 

recover everything.

In summary, a good DR plan for ransomware should include:

 � Clearly defined goals for recovery

 � Realistic RPOs and RTOs

 � A plan to test the goals, and make adjustments to the plan 
based on the results

 � Knowing when it’s time to get outside help

 � An understanding of when it will be necessary to pay 
the ransom
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Points to Consider for Your IR Plan
There was a time when IR plans were static documents that were 

primarily written up for compliance purposes. IR plans were stored 

in binders that were pulled off the shelf and dusted off once a year to 

demonstrate that an IR plan existed, then were put back on the shelf 

until they were needed for the next audit. As one would expect, these 

plans bore very little semblance to reality and were often not used at 

all when there was an emergency. 

Those kinds of plans still exist, but more meaningful IR plans are 

thankfully becoming more common. Ransomware has altered the 

IR landscape and made IR planning a critical business function. IR 

has gone from an obscure activity to claiming the attention of senior 

leadership and often even the board. 

Wait! If organizations are taking IR more seriously than they used to, 

why are ransomware attacks still increasing? Shouldn’t the focus on 

IR mean that more ransomware attacks are stopped, or at least, are 

more quickly contained?

Interestingly, most ransomware attacks are stopped.7 It doesn’t 

seem like it, given that dozens of attacks are made public every 

week, often against very large companies, but many other attacks 

are quietly blocked. Still, most organizations do a relatively poor job 

of IR planning, especially when it comes to ransomware. That’s why, 

despite the focus on IR, ransomware attacks are still occurring at a 

breakneck pace. 

Why Is Ransomware a Unique Problem in IR?
In a lot of ways, ransomware is no different from other threats. 

Ransomware actors rely on the same delivery mechanisms and use 

the same tools as a lot of cybercriminal and state-sponsored groups. 

The way they move around the network is the same as other threat 
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actors: They still have to gain administrative access, they target Active 

Directory servers in the same way most other sophisticated actors do, 

and they even steal files in the same manner as other threat actors.8 

What separates ransomware from almost every other type of attack 

is the payload. If they successfully strike a victim network, a lot of 

the questions that incident responders try to answer are immediately 

known. An incident responder walking into a ransomware attack 

might know the organization that infiltrated and what they want, 

but what the incident responder might not know is: 

 � The strain of ransomware that infected the organization

 � What the initial access vector was

 � How long the ransomware group was in the network

 � What files were stolen

Because ransomware turns a lot of traditional IR on its head, 

many organizations have had to rethink their IR plans to address 

ransomware. 

Some ransomware groups are better at branding 
than others. That sounds like a silly statement, but 
it’s true. Although most of the time, incident respond-
ers can look at a ransom note and know which 
ransomware group encrypted a network, that’s not 
always the case. Some ransomware groups simply 
steal the text of ransom notes from other groups 
and don’t include a name or anything else that would 
help the incident responder identify which ran-
somware was used in the attack. Fortunately, there 
are services such as ID Ransomware and No More 
Ransom that allow victims to upload a ransom note or 
encrypted file to determine which ransomware was 
used in the attack. Keep those sites bookmarked!
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Gotta Have a Plan
As with the DR section, the purpose of this section is not to help 

an organization build an IR plan from scratch. That’s too much to 

cover in a single section or chapter of a book. Instead, the purpose of 

this section is to help organizations think about how to properly tie 

ransomware response into their IR plan. 

That being said, a ransomware response plan can’t be tied into a 

non-existent IR plan, and any IR plan should deal with more than 

ransomware. There are a lot of basics that need to be defined in an IR 

plan, starting with: What is considered an incident? Obviously, a ran-

somware attack is an incident. In fact, a modern ransomware attack 

is likely made up of at least three separate incidents (depending on 

how an organization defines an incident):

 � Initial Access: How the ransomware actor gained access (or 
the Initial Access Broker)

 � Exfiltrated Data: What data was stolen from where

 � Ransomware Deployment: How and when the ransomware 
is executed 

There may be more incidents involved in a ransomware attack. For 

instance, many organizations would consider gaining access to an 

Active Directory server an incident in and of itself. The point is, the 

threshold for what types of events or collection of events qualifies as 

an incident should be well-defined within an IR plan, as well as what 

the response should be. 

An IR plan needs to:

 � Include a contact tree, both through normal and 
outside channels

 � Specify who needs to know about an incident, when they’ll 
need to know and what their role is
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 � Document who will be performing forensic analysis

 � How forensic evidence will be preserved

 � Outline any regulatory frameworks that need to be followed 

Finally, the IR plan for a ransomware incident has to include instruc-

tions for when and how systems and network segments can be handed 

over to the DR team so that the team can start restoring services. For 

smaller organizations, the same team may be doing both IR and DR, 

but the IR plan still needs to document when and how IR stops and DR 

starts for each affected system or department. 

Let’s Switch This Conversation 
to Signal
Nation state groups often monitor email com-
munication for indications that an organization is on to them. 
Often, they’ll specifically track an email thread that might reveal 
their presence and look for comments like “let’s take this conver-
sation off-line” or “let’s switch over to Signal” to indicate it’s time 
to back out (or destroy everything, depending on the group and 
their goals). 

Cybercriminals have picked up on this tactic as well, quite by 
accident. It turns out there’s a lot of juicy and embarrassing 
information sent via email, so stealing email communication for 
extortion purposes makes sense. But it’s also a great way to track 
whether your ransomware attack has been noticed during the 
reconnaissance phase. Most organizations don’t use email as 
their primary form of communication during an incident response, 
preferring ticketing systems, but for critical incidents that may 
involve communication outside of the core security team, there 
should be  an out-of-band communication plan, which should be 
in place before an incident is detected.  

T H E  1 0 1
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Outside Help
Undoubtedly, any ransomware IR plan is going to involve outside 

organizations. Even large companies with talented IR teams will need 

outside help. At the very least, a ransomware attack is going to trigger 

a call to an organization’s cyber insurance provider, but the matter 

can go a lot further. Often, organizations engage outside legal counsel 

during a ransomware attack and, of course, it’s not uncommon to 

bring in outside IR teams. 

Security Logs Benefit

Vulnerability 
Scans

Find possible points of entry and internal vulnerabilities that 
may have been exploited by the ransomware actor

Mail Server Looking for phishing emails that may have been the initial 
access

Remote Access 
including VPN

Look for credential re-use or credential stuffing attacks that 
may have been initial access

Web Proxy Hunt for command-and-control communication and 
exfiltration

DNS Hunt for command-and-control communication

Endpoint

Look for alerts on hacking tools deployed, files written to 
suspicious directories, registry entries, (possibly) code 
executed in memory, scripts executed and common 
commands run by ransomware groups

Firewall
External: Command-and-control communication and 
exfiltration
Internal: Unusual connections between internal systems

Windows 
Events/Sysmon

Account usage, event logs cleared, application installation 
or shutdown, pipe creation (Sysmom), in memory attacks 
(Sysmon) and unusual Windows activity

Active Directory Unusual logins, new account creations and account changes

PowerShell Unusual PowerShell scripts or commands. Or PowerShell 
commands run at unusual times

Netflow Unusual traffic between systems on the network, especially 
systems that don’t normally communicate.

Figure 4-2: Log sources and how they are used by incident re-
sponse teams in a ransomware attack
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The ransomware IR plan should document who engages with the dif-

ferent outside organizations and when to contact them. Information 

about cyber insurance policies and legal or IR retainers should be 

included in the ransomware IR plan, especially because a lot of those 

documents may have been encrypted in the ransomware attack. 

It bears repeating that the time to sign a retainer with an outside 

IR organization is not after a ransomware attack. This information 

should be decided ahead of time. It will save the organization time 

and money in the long run, even if there’s more of an upfront cost. 

Any outside organization is going to need an accurate understand-

ing of the victim’s environment and access to the tools needed to 

conduct IR. This information should also be included in the IR plan. 

Understand that even in the most well-run organizations, network 

diagrams and asset inventory are usually incomplete. IR firms know 

that. The documentation included in the IR plan is at least a place 

for them to start. The onsite incident response teams will undoubt-

edly find services, assets, and sometimes even network segments 

that weren’t properly documented. That problem is unfortunate 

but expected.

That said, it’s still important to keep network diagrams and asset 

inventory as up-to-date as possible. Accurate information, even if 

incomplete, is better than outdated information.  

The same preparation rules apply to logs. IR teams are going to need 

access to logs from a number of different sources within the organi-

zation. The IR plan should document how to get this information to 

the team as easily as possible. Some (but not all) of the information 

that the IR team will likely need access to include:

 � Most recent internal and external vulnerability scans 

 � Web proxy logs

 � Mail server logs

 � DNS logs



CREATING DISASTER RECOVERY AND INCIDENT RESPONSE PL ANS 92

 � Logs from endpoint software (AV/EDR/Asset Management)

 � Firewall logs

 � Windows event logging

 � VPN Logs

 � Logs from any remote access system (RDP/Citrix/
TeamViewer)

 � Active Directory logs

 � PowerShell logs

 � NetFlow

Feed Me Seymour
After a ransomware attack there are going to be 
a lot of people working very long hours, often 
around the clock, to get your organization up and 
running again.  

Feed them.

Not just warmed-over pizza once a day. Include food planning 
in your IR plan. Plan for breakfast, lunch, and dinner, as well as 
enough beverages to keep everyone fully engaged. You lose pre-
cious time every time someone, or more likely, some group, goes 
out to eat together. Feeding everyone, ultimately, saves money. 

Also consider the responders’ mental health. These are long days 
filled with tedious work, so encourage everyone to take a break, 
stretch, and get some exercise. If there are walking/running paths 
nearby, let the team know. If your building has a gym, arrange for 
everyone doing IR to have 24-hour access to it. Keeping everyone 
mentally and physically fit is going to make the incident response 
go more smoothly and finish up more quickly. 

O F F  T H E  B E AT E N  PAT H
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There may be other sources for logs that the IR team needs, depend-

ing on the type of ransomware attack. Not every organization collects 

all these logs, but the IR plan should document which systems or 

servers the logs are being collected from, how long those logs are 

stored, and how to provide third parties with access to those logs. 

It’s worth noting that some IR companies will want the raw logs sent 

to them for analysis because they have their own tools for managing 

logs. The IR plan needs to allow a large amount of log data from a 

variety of sources to be extracted, transferred to a portable drive, and 

delivered to the IR team for analysis. The process determining the 

format needed should be discussed with the IR company when the 

retainer is signed. 

In summary, a good IR plan for ransomware will include:

 � A larger IR plan for all types of attacks

 � Well-documented and up-to-date network maps and 
asset inventory

 � Guidance on which log sources are available and how they 
can be analyzed

 � An understanding of who needs to be involved and when 
they need to be notified

 � A clear outline of legal, regulating, and reporting 
requirements

 � A handoff plan for when systems can be turned over to 
the DR team

 � Scope of the retainer with an outside IR firm

 � Guidance on when to call that outside IR firm

 � Plan to feed everyone involved in IR
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Storing and Updating the DR and  
IR Plans
Here’s a “fun” story: An IR team is called in to help an organization 

that has been devastated by a ransomware attack. They walk in to find 

the organization’s IR team in disarray, running around trying to con-

tain the attack, figuring out who needs to be notified, and who’s going 

to run everything. The problem? Their IR and DR plans were both 

stored on the fileserver hosted on an ESXi cluster that was encrypted 

in the ransomware attack. While the organization’s incident response 

team knew how to handle localized attacks affecting a single server or 

part of the network, without the IR and DR plans they were essentially 

operating blindly. 

This scene occurs time and time again in ransomware cases.9 

Therefore, many IR professionals recommend keeping an offline 

version of IR and DR plans. That used to mean printing everything out 

and keeping the plans in a set of binders. But printing complex plans 

is surprisingly difficult. Given how often networks change, new plans 

have to be printed monthly (if not several times a month) which, on 

top of everything else, is bad for the environment. 

Instead, a copy of IR and DR plans should be stored offline, but in 

digital form. For some organizations, that means simply storing it on 

a flash drive—as long as anyone who may need access knows where 

that flash drive is, and the drive is properly secured and regularly 

tested to ensure it hasn’t failed (unfortunately, that does happen). 

Another solution is to store copies of IR and DR plans in a cloud 

environment. As with backups and other parts of the cloud network, 

the cloud environment where the IR and DR plans are stored should 

not be reachable from the network; otherwise, both the original and 

backup copies of the IR and DR plans could wind up being encrypted 

in a ransomware attack. 
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Both IR and DR planning should include updating the IR and DR 

plans in all locations. The plans should have numbering systems in 

the file name or somewhere easy to find so that teams always know 

they’re dealing with the most current version. Ransomware IR is, by 

its very nature, hectic. You’ll have trouble recovering if some teams 

are working from one version of the DR or IR plan and other teams are 

working from a different version. To that end, ideally no one should 

have “their own” copy of the plan, as their version could quickly 

become outdated. 

The focus of this portion of the book has been on preparing for a 

ransomware attack. The next section of the book will discuss how 

ransomware attacks work, how ransomware groups gain initial 

access, and how they move around networks, steal files, and finally 

encrypt victims. Understanding how attacks work will better enable 

organizations to protect themselves. 
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 � How Ransomware Groups Target Backups

 � Restoring from Backup After a Ransomware Attack

CHAPTer 5

Ransomware Backup 
Strategy

Prior to 2019, reliable backups combined with a good disaster 
recovery (Dr) plan (see CHAPTer 4) could get most organiza-
tions through a ransomware attack that they failed to detect. The 

recovery process might take a while, but most data would be restored 

and there would be no reason to pay the ransomware actor. With the 

advent of ransomware actors’ extortion strategy (CHAPTer 2), reli-

able backups are no longer enough. Instead, a good backup strategy is 

only one component of preparation for a ransomware attack.

Although good backups are no longer enough as a defensive strat-

egy against a ransomware attack,1 they’re still critical to the ran-

somware recovery process. Reliable and well-tested backups give a 

ransomware victim options. With no backups, or backups that can’t 

be restored, most organizations have very few options for recovery. 

In contrast, if an organization has confidence in its ability to restore 

from backups, they’re empowered to make a more nuanced decision. 

97
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The organization won’t necessarily need to pay to decrypt files, so 

they must determine the sensitivity of the data exfiltrated by the 

ransomware actor. 

Ransomware victims need every advantage they can get during ran-

somware recovery and negotiation with ransomware groups. Reliable 

and tested backups are one such advantage. 

Developing Ransomware-Resistant 
Backups
One ransomware story that’s heard over and over again is that a 

ransomware actor managed to encrypt2 or outright destroy3 back-

ups during a ransomware attack. Ransomware groups want to make 

restoring from backup difficult, if not impossible, for victims, so 

they seek out backups and, through whatever means, make sure the 

backups are unusable. 

The advice usually given by security experts is to ensure that backups 

are “stored offline.” This advice is often met with blank stares, as 

many people don’t understand what that means. Broadly speaking, 

offline backups are backups that aren’t connected to the network.4 

These could be backups stored on:

 � Tape

 � A DR network 

 � A cloud provider

 � An offline backup storage facility (such as Iron Mountain)

A few other formats are also not readily accessible from the network. 

The goal is to make it difficult for ransomware actors to access the 

backup system to encrypt or destroy the files. 
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One way to create offline backups is shown in Figure 5-1. Backups 

from physical and virtual servers are sent to a disk-based backup 

server, which then copies the backups to tape, creating onsite offline 

backups. In addition, periodic backups are made to a cloud backup 

provider. Not only does the cloud provider meet the traditional defi-

nition of “offline” when discussing backups, but it’s also not directly 

connected to the network, making it difficult for even advanced ran-

somware actors to gain access.

A number of other precautions also have been taken in the design 

shown in Figure 5-1. The backup systems have been isolated in their 

own VLAN (discussed more in CHAPTer 14), so they are not easily 

accessible from the rest of the network. The backup servers are also 

behind an internal firewall, which restricts who and which software can 

access the backup servers. With the firewall in place, the security team 

can restrict access to the backup servers to only the ports needed by 

the backup software and even limit administrative access when man-

aging these systems just to IP addresses in the administrative VLAN 

(CHAPTer 14).

Finally, the external firewall between the on-premises and cloud 

backup solutions can limit what traffic can be sent to the cloud 

backup provider and which systems are able to administer the 

cloud solution.

Virtual Servers
Backup VLAN

Backups are sent to a backup 
server and copied to tape. 
A copy of the backup is sent 
to a cloud backup provider

Physical Servers

Figure 5-1: A backup network design with offline storage
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3-2-1
If the diagram in Figure 5-1 seems excessive, it really isn’t. It’s one 

of the ways that an organization can follow the 3-2-1 rule.5 The 3-2-1 

rule for backups is:

 � Three copies of backed up data

 � Stored on at least two different media types

 � One of the copies is offsite

The reason for the emphasis on storing three copies of backed up data 

is that it creates more redundancy for backups. Having three sets of 

backup data makes it less likely a ransomware actor will be able to 

encrypt all of the organization’s backups. Of course, having three 

copies protects against more than just ransomware, but ransomware 

attacks are the focus of this book. 

Naturally, three copies of backed up data all residing on the same 

backup server doesn’t offer any additional protection. Therefore, 

the backups need to be stored on different media. In Figure 5-1, 

backups are sent to a backup server and a subsequent copy is sent to 

the tape drive. Although some backup professionals don’t like tape 

backups as an alternative to drives, no ransomware group has figured 

out how to encrypt or delete files backed up to tape6 especially tape 

that’s not in the loader (in other words, truly offline). Tape backup 

plus a backup file server is just one way to diversify media types.

Finally, ensure at least one of the three copies is stored offsite. It’s 

possible that a ransomware actor will figure out how to access both 

copies of backups stored on the local network, but it’s unlikely they’ll 

be able to access a properly protected offsite storage facility. Whether 

that third option is a cloud data center provider or a storage facility 

such as Iron Mountain, organizations want to make sure the offsite 

backup storage isn’t easily reachable by a ransomware actor. 
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Gold Images
In addition to storing backups of data, organizations also need to store 

“gold images”7 of all their critical servers. Gold images are preconfig-

ured versions of the operating system and all installed applications on 

those servers. Having these gold images in place allows organizations 

to quickly rebuild systems in the event of a ransomware attack (or 

other disaster). 

Gold images allow organizations to reinstall all the software on a 

server, then simply restore from backup any data compromised 

during the ransomware attack. This precaution also helps DR teams 

move through the restoration process a lot faster, because they don’t 

have to install the OS and necessary software for every critical server.

In order for gold images to work effectively, they have to be properly 

maintained and installed on the same hardware as the image was 

created. “Properly maintained” means that as your IT team updates 

the OS and different applications, it has to make a new gold image 

so that it’s always current. Moreover, making an image on one set of 

hardware and then installing the image on another is going to cause 

problems with drivers and components.

Organizations should plan on keeping identical spare versions of 

their most critical servers. Then, during a ransomware attack, the 

gold image can be installed on the spare server and the data backed 

up on to that. This image should be stored offline, to reduce the risk 

of those images being encrypted during a ransomware attack.  

Immutable Cloud Backups
It’s not enough to simply back up important data to the cloud; the 

data should also be copied to a cloud backup provider. Cloud storage 

providers generally don’t have the same protections in place that a 
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cloud backup provider has (though some cloud providers have started 

offering some of these features for an additional cost). Some of the 

advantages of cloud backup providers include:8

 � Versioning

 � The ability to leave the file structure in place

 � Scheduling

 � More encryption options for file transfer

 � Immutability

Immutability is the ability to lock a filesystem so that no one, not 

even an administrator, can make changes to the files.9 While this 

is available for a variety of media types—tape backups can be made 

immutable—the feature is currently most common with cloud backup 

solutions. 

Immutability gives IT and security teams assurance that the backups 

won’t be touched. Immutable file storage isn’t a good option for the 

initial resting point for the backed-up data, because that backup 

solution is often used for day-to-day restoration and may change 

more frequently. But if you’re making more intermittent copies—

for example, weekly full backups to your cloud backup provider—an 

immutable solution adds resiliency to the backup solution and serves 

as an additional layer of protection against ransomware. 

Testing Backups with Ransomware  
in Mind
CHAPTer 4 introduced the concepts of recovery point objective 

(RPO), recovery point actual (RPA), recovery time objective (RTO), and 

recovery time actual (RTA). These terms, briefly, measure how much 

data an organization is willing to lose and how quickly managers 
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expect to recover during a ransomware attack. These measurements 

are largely determined by the backup program in place and really 

pose two questions:

 � How often is data being backed up?

 � How quickly can lost data be restored?

Measuring the answers to these questions is harder than it might 

seem at first, but those answers are necessary to properly build out 

a DR plan. For example, let’s say that backups are conducted hourly. 

That means that an organization should never lose more than an 

hour of data, correct? Not necessarily. Let’s say it takes four hours 

to back up a server. That means you could lose as much as five hours 

of data, depending on where in the backup cycle the ransomware 

infects the server.

You also have to consider the sources of the backups, as shown in 

Figure 5-2. Ideally, the backups are pulled from the backup server, 

but what happens when the ransomware actor manages to encrypt 

the backup server? The next logical choice would be to pull the backup 

from the tape drive, but what if the tape is corrupted and no one 

noticed? If that fails, the restoration has to come from the cloud 

backup provider, but the organization isn’t backing up the cloud 

provider hourly, just a few times a week.

Encrypted
Server

Hourly backups, but
server is encrypted

Hourly backups, but
tapes have failed

Backups good, but
a week old

Figure 5-2: Backup decision tree
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Therefore, if the ransomware actor is successful or part of the process 

fails, the DR team has gone from being able to restore the server with 

only an hour or so worth of lost data to a week’s worth of lost data. 

All of these possibilities should be documented ahead of time so the 

DR team can offer an honest assessment of how much data will be 

lost during the recovery process.

Figure 5-2 highlights another potential problem: determining how 

quickly data can be restored. The DR plan might include a recovery 

time that assumes the DR team will be able to restore from the local 

backup server. If that’s encrypted, the team has to rely on restoring 

from tape backup or the cloud provider. The geographic location of 

the backup likely affects the recovery time, and all times should be 

documented for the same reason that variations in the lost amount 

of data needs to be documented: to provide an accurate assessment of 

the recovery time, not just for that server, but for the entire network. 

Restoring from Backup After a 
Ransomware Attack
CHAPTer 4, CHAPTER 18, and CHAPTER 19 go into detail about 

backup restoration after a ransomware attack. But it’s never too early 

to start planning recovery. In fact, one challenge that some DR teams 

run into is that backup processes that everyone thought were in place 

actually weren’t. 

Organizations need to test backups on a regular basis. These tests 

need to have three components:

1. Test from all backup sources—if the first two fail, it’s 
important to know that the third works

2. Don’t just test by restoring a single file; conduct a 
full recovery

3. Test the restoration of multiple systems at once, to see 
how much bandwidth and processing power the DR team 
will be able to count on from the backup system
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When conducting a full recovery, use spare hardware and start by 

installing from the gold image to make sure the OS and applications 

load properly. Then conduct a full restore of the server and test it 

thoroughly to ensure everything works properly. Try the same test on 

several servers simultaneously. This serves as a stress test for both 

the backup software and the DR team. 

Once the restoration process is complete, fully document everything 

and add it to the DR plan (see CHAPTer 4). Notes from these tests 

will prove invaluable during an actual ransomware attack and help 

the DR process run more smoothly. 

Once again, good backups that are regularly tested are not protection 

from a ransomware attack. Instead, they serve as an insurance policy: 

They give an organization some choices after a ransomware attack. 

The organization can restore files from backup, or they can pay the 

ransom (though that’s not advised). The point is that, outside of 

extortion based on exfiltrated files, the organization has the power 

to decide because they have confidence they can restore from backup. 

What Do We Mean by Spare?
Normally when you think of a spare computer you 
think of an old system lying around in a storeroom 
somewhere. In this case, spare means an extra 
server that has the same specification as the encrypted system.

It’s not uncommon for organizations to purchase spare systems 
when they order servers in the event of a catastrophic hardware 
failure. In this case, you would be using the spare server to replace 
the one infected with ransomware. 

T H E  1 0 1
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1 Some would argue they never were a a defensive strategy

2 https://www.zdnet.com/article/ransomware-victims-thought-their-backups-were-safe-they-were-
wrong/

3 https://threatpost.com/conti-ransomware-backups/175114/

4 https://www.aesonlabs.ca/blogs/why-it-is-important-to-keep-your-backups-offline-or-at-an-
offsite-location/

5 https://blog.emsisoft.com/en/34083/how-to-protect-your-companys-backups-from-ransomware/

6 https://www.cioinsight.com/news-trends/tape-backup-ransomware-prevention/

7 https://www.cisa.gov/sites/default/files/publications/CISA_MS-ISAC_Ransomware%20Guide_
S508C.pdf

8 https://blog.emsisoft.com/en/34083/how-to-protect-your-companys-backups-from-ransomware/

9 https://dcig.com/2021/07/immutable-storage-ransomware-world.html

Notes
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 � Initial Access

 � Reconnaissance & Lateral Movement

 � Exfiltration

 � Deployment

 � Extortion

CHAPTer 6

Anatomy of a Modern 
Ransomware Attack

Up to this point, this book has discussed the history of ransom-
ware and, in broad terms, how ransomware attacks work and 
how to prepare for them. The next two sections of the book delve 

more into technical aspects of how ransomware attacks work and how 

an organization can defend itself against a ransomware attack. Some 

of the tools and techniques mentioned in these chapters may fall out 

of favor with ransomware groups, but the same principles of defense 

will remain salient even as ransomware attacks evolve. 

CHAPTER 1 discussed the disgruntled Conti ransomware affiliate 

who exposed the tools and instructions—including a how-to man-

ual—that the several of Conti’s affiliates used to conduct operations. 

Figure 6-1 is the first page of the manual included with that toolset. 

107
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The translation of the first part of the manual (through the green 

highlighted text) is translated in Figure 6-2. 

Figure 6-1: The first page of the manual included with the Conti 
ransomware toolset

Stage I. Increasing privileges and collecting information

1. Initial exploration

1.1. Search for company income

Finding the company's website

On Google: SITE + revenue (mycorporation.com + revenue) 
("mycorporation.com" "revenue")

check more than 1 site, if possible

(owler, manta, zoominfo, dnb, rocketrich)

Figure 6-2: English translation of the first part of the manual includ-
ed with the Conti ransomware toolset
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The manual starts off by telling the ransomware attacker to research 

the victim across multiple sites to find out how much it’s worth. The 

attacker will then use that information to set the ransom price. The 

rest of the manual is a step-by-step guide to gaining the administra-

tive privilege access needed to carry out the successful ransomware 

attack. This manual, and the scripts included with it, provided an 

easy-to-understand how-to guide based on lessons learned. 

This is one of the reasons why defending against ransomware is so 

challenging. The ransomware groups have seen defenses deployed 

by victims, figured out how to get around them, and documented 

that information. This is why it’s so important for organizations to 

understand how the attackers work, so that they can learn to be able 

to quickly identify malicious behavior even if the tactics, techniques, 

and procedures (TTPs) have changed and react accordingly. 

Initial Access
Figure 6-3 is a diagram of the anatomy of a ransomware attack from 

initial access to extortion. The rest of this chapter will walk through 

a typical ransomware attack and refer back to Figure 6-3. More 

details about each of these phases are available throughout the rest 

of this chapter and the book.

There are six ways that ransomware groups primarily gain access to 

victim networks:

1. Phishing

2. Credential stuffing/reuse (especially through Remote 
Desktop Protocol [RDP])

3. Third party

4. Vulnerability exploitation

5. Insider threat

6. Social engineering
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The first three are the most common ways that ransomware groups 

gain access through manual attacks, but automated ransomware 

groups rely heavily on trojanized software, especially in the form of 

fake downloads. 

A fifth, relatively uncommon delivery method, uses exploit kits. They 

used to be one of the most common ways to deliver ransomware, but 

their use has declined significantly over the last few years1 because 

they rely primarily on exploiting flaws in Adobe Flash or Microsoft’s 

Internet Explorer, which have fallen out of use2 (and been discontin-

ued). Both of these types of ransomware attacks used to be delivered 

primarily through banner ads and other web-based mechanisms. 

Compromised
Redirect Infrastructure

MINUTES HOURS TO WEEKS DAYS TO
MONTHS

Real C2
Infrastructure

Extortion
Site

Phishing

at.exe
net.exe
nltest.exe
schtasks.exe
winRM.exe

Credential
Stuffing/
Re-use

Web Shell
or Loader

Entry
Point

Exploitation

Third Party

Social
Engineering

Insider
Threat

AdRecon

CobaltStrike/
Brute Ratel

PSExec/LoL

cmd.Exe
lsass.exe
ping.exe
powershell.exe
taskmgr.exe
whoami.exe
winRM.exe

AUKill

MetaSploit

AdFind

Lazagne

Bloodhound

PowerSploit

Mimikatz

LOLBins

Advanced
IP Scanner

Linux
Servers

ESXi
Servers

Windows
Servers

Domain
Controller

Endpoints
StealBIT

7-Zip

WinSCP

Rclone

MEGASync

Test ransomware

Delete
Shadow
Copies

Deploy 
ransomware:

Domain Controller,
SCCM, .bat files,
GPO, PSExec or 

SMB

Delete
Backups

Cover tracks:
remove or roll 

over logs

Publish stolen
files to

extortion site

Expanded
extortion

ecosystem

Sell stolen data

Remote control: RDP, TeamViewer, AnyDesk, Splashtop, Atera, ScreenConnect

Initial Access Deployment ExtortionExfiltrationReconnaissance &
Lateral Movement

GMER
ProcessHacker
TDSSKiller

Figure 6-3: The six ways ransomware groups gain access to  
networks
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Each method of initial access is different and will be discussed in 

more detail in CHAPTER 8 through CHAPTER 11. This chapter will 

use the example of a phishing email as the point of initial access. 

The ransomware operator or group delivering the phishing campaign 

sends an email with, for example, a Microsoft Excel attachment con-

taining a macro or script. The macro may just execute a PowerShell 

script, or it might exploit a vulnerability such as CVE-2021-40444 (a 

vulnerability in the MSHTML component of Microsoft Office). 345

What is the difference between a loader and 
a dropper? The two terms are often used 
interchangeably and perform many of the same 
tasks. But there is a technical difference between 
the two.5 A dropper is self-contained; it has 
everything it needs to start basic reconnaissance 
and pull down the final payload. A loader is more 
lightweight and calls out to command-and-control 
infrastructure to get instructions and possibly pull 
down a secondary loader. 

Phishing and Ransomware
Generally, a ransomware group farms out 
phishing campaigns to another threat actor who 
specializes in them. There are some exceptions to 
this: Conti ransomware, for example, is part of a larger cybercrimi-
nal group commonly referred to as Wizard Spider.3 Wizard Spider is 
a complex organization involved in many different types of cyber-
crime4 and has one of the most sophisticated phishing exploit kits 
in use today. 

T H E  1 0 1
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If the exploit is successful or the PowerShell script is able to run, 

the malicious document runs the script that reaches out to a com-

mand-and-control server to pull down a loader.

The script grabs BazarLoader,6 which is injected into memory to 

avoid detection and performs a few basic reconnaissance commands. 

Commands such as whoami (note: whoami is native to every major oper-

ating system), net, and nltest allow the operator to understand the 

system on which it’s installed, as well as whose system was compro-

mised, what privileges the user and the system has, and what else 

can user/system access on the network, without raising any alerts in 

the SOC. For Windows systems, ransomware actors use Windows-

native commands to avoid alerting security teams to their presence. 

Although this stage of the attack may require a lot of preparation, the 

actual initial access takes only a few minutes to complete. 

The Rise-ish of Social Engineering
The prominence of groups like LAPSUS$ and Scattered Spider have led 

to increased concern and even warnings about the increase in social 

engineering by ransomware groups for initial access.7 Social engi-

neering attacks should absolutely be a concern for your organization, 

especially after high-profile attacks like those against Clorox8 and 

Caesars,9 Despite the high profile attacks, social engineering remains 

relatively uncommon as a form of initial access. 

How do social engineering attacks work? Surprisingly, many of them 

start with LinkedIn.10 Underground forums discussing social engi-

neering attacks recommend starting by identifying the organization 

you want to target and getting a list of employees from LinkedIn. 

From there, there are a few options. Some will search on underground 

markets for stolen credentials that match the list of employees gath-

ered on LinkedIn, others might just straight up call the help desk. 
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Generally, the next step is either to call the help desk pretending to be 

the employees to get the help desk to change the victim’s password 

or to get the helpdesk employee to disable multifactor authentication 

(MFA). Basically, trying to trick the help desk employee into giving 

the attacker access to the network. 

Conversely, some engineering attacks involve calling the employee 

directly pretending to be the helpdesk and trying to give up their 

password and MFA one-time passcode. 

These attacks can be challenging to stop and it does take a great deal 

of awareness training for employees to be able to spot them. The good 

news is that most ransomware groups haven’t been able to use this 

initial access method effectively. The ones who can, such as LAPSUS$ 

and Scattered Spider, are almost always based in western countries 

and, so far, have eventually been arrested.11 Unfortunately, because 

arrests like these take time, the groups that are successful are able 

to cause a lot of damage before the arrests happen.

Because successful social engineering attacks tend to garner a lot of 

media attention, there’s a great deal of interest by mostly informal 

hacking groups based in the west to carry out more of them. What can 

make these groups extremely dangerous is that often they’re more 

interested in the chaos caused by the attacks then they are in mak-

ing money. They will still demand a ransom from victims, but these 

groups seem to revel in the press they get, often passing around arti-

cles discussing the attacks to other members of the group. It doesn’t 

make them any less dangerous—in fact, it can make them more so 

because they’re unpredictable. 
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Reconnaissance and Lateral 
Movement
During this stage, the ransomware actor maps the victim network, 

gains the access needed to deploy the ransomware, and may establish 

footholds on systems beyond the initial access machine, to ensure 

they don’t lose access to the victim’s network. This stage is the 

longest and most complicated part of the ransomware attack. It’s 

discussed in more detail in CHAPTer 12 through CHAPTer 14.

This stage often starts with Cobalt Strike. It’s estimated that 66% 

of ransomware attacks include the use of Cobalt Strike.12 Originally 

developed as a penetration testing tool,  several cracked versions of 

Cobalt Strike have been released on underground forums, and it has 

been widely adopted by all types of cybercriminals from nation-state 

actors to ransomware groups. 

LOL, Ransomware Style
One recurring theme across all stages of a ran-
somware attack is that ransomware actors prefer 
to use commands native to the operating system 
they’re attacking, such as Windows or Linux. This is often referred 
to as Living off the Land (LOL or LotL) by researchers. Using com-
mands native to the operating system, as opposed to third-party 
tools, means that ransomware groups are less likely to be detected 
by defenders. Don’t misunderstand—ransomware groups have a lot 
of third-party tools they can and do use, but it’s important to watch 
for native OS commands, especially when they’re used in ways 
unusual for an organization. 

T H E  1 0 1
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Cobalt Strike is usually loaded into memory via Dynamic Link Library 

(DLL) hijacking, which is a way of injecting malicious code into an 

application on a Windows machine by taking advantage of the way 

applications search for and load DLLs. Once Cobalt Strike is loaded 

into memory, the exploration of the network will continue via LotL 

commands, such as:

 � net: view and update network settings of the system

 � ping: test reachability of other systems on the network

 � whoami: shows the username of the current user on 
the system

 � systeminfo: shows information about the computer, 
operating system, and security settings

 � lsass: enforces security policy on Windows systems

 � wmic: the command-line version of Windows Management 
Instrumentation (WMI), which is used to automate 
administrative tasks on Windows systems, including 
executing files

In addition to discovering the size and scope of the victim network, 

the ransomware actors are attempting to gain administrative creden-

tials to facilitate moving around the network. Tools such as Mimikatz 

and BloodHound are commonly used to get information from end-

points or other areas of collection needed to get access to the Active 

Directory Controller. 

The threat actors will also use this time to disable any security 

programs that may hinder their ability to move around. There are 

several tools that can help the ransomware actor with this task, but 

many ransomware groups also have scripts that can do the job. One 

ransomware actor left several of these scripts behind after a failed 

ransomware attack. Figure 6-4, for example, is the script that dis-

ables Windows Defender. 
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Once the ransomware actor knows that they can successfully disable 

any security tools the victim has in place, they’ll use the creden-

tials they’ve gathered to start moving around the network and often 

deploy other Cobalt Strike beacons. 

Ransomware actors often use the Windows Management 

Instrumentation Command-Line (WMIC) utility to execute files that 

were pushed over Server Message Block (SMB) to other machines. 

They can also use PowerShell to execute Cobalt Strike beacons on 

those remote machines. 

In addition, ransomware actors look for credentials that allow them 

to log in to Linux and ESXi (i.e., VMware) servers. This is made easier 

by administrators’ common practice of keeping spreadsheets with 

username and password information for these servers on their end-

points. Ransomware groups know to look for these.

Exfiltration
Ransomware actors are also looking for files to exfiltrate from the 

victim network. Secondary extortion is a critical part of a manual 

ransomware attack, and that requires, among other things, sensitive 

files that can be used for blackmail. 

Figure 6-4: Bat script used by ransomware group to disable Win-
dows Defender during reconnaissance
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The Conti document dump specifically outlines exfiltration. FIGURE 
6-5 shows affiliates how to run a specific PowerShell script that can 

be used to find available shared drives. The document then instructs 

the affiliates to look for specific types of files. 

Specifically, the bad guys look for things like:

 � Finance documents

 � Accounting information

 � Client data

 � Project data

The Conti manual advises affiliates to not stop with just these files, 

but to consider what other files or types of files may present a lucra-

tive extortion opportunity. Figure 6-6, from the same manual, 

provides a list of keywords in English that the affiliate should search 

for among network files. The presence of this list of documents and 

keywords (including English ones) demonstrates how important 

exfiltration and secondary extortion is to ransomware groups. 

Figure 6-5: The Conti manual provides affiliates with instructions 
on how to find available shared drives on the network and what files 
they should be looking for
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The next step is to get the data out of the network. The most common 

tools used by ransomware groups for this purpose include:

 � Rclone

 � WinSCP

 � StealBIT

 � MegaSYNC

Rclone,13 in particular, is popular among ransomware groups because 

it’s reliable, easy to use, and used by many systems administrators, 

so it’s rarely flagged by security tools. As with other parts of the 

operation, user instructions for Rclone are well-documented in the 

Conti manual.

Figure 6-6: Instructions from the Conti manual on specific key-
words for which affiliates should be searching
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Affiliates are instructed to create a new account on MEGA,14 the 

file-sharing service (which ransomware groups are told to pay for 

with Bitcoin, to maintain anonymity). As shown in Figure 6-7, 

once the affiliate knows which files need to be uploaded, they’re 

instructed to create an Rclone config file. A help file also warns the 

affiliate to limit the number of streams (simultaneous uploads) they 

create, because creating too many streams could alert the target to 

the affiliate’s presence. 

Not all ransomware groups use MEGA or other file share services. 

Most rely on compromised servers that act as staging servers before 

the data is pushed to the real command-and-control servers. 

Exfiltrated data generally resides on these intermediary servers for a 

few minutes to several hours before it’s moved to the main servers. 

Once all files are uploaded it’s time to install the ransomware. 

Deployment
Before the ransomware can be deployed, however, the ransomware 

actor has some work to do. The first step in the deployment phase 

is to find and encrypt or destroy any backups. This is why it’s crucial 

to ensure that backups aren’t readily accessible from the network. 

Ransomware groups actively disrupt backups to try to force victims 

to pay—after all, if there are no backups, there’s no restore.

Figure 6-7: Help file for Rclone written by the Conti operators for 
their affiliates
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Generally, the next step is to deploy the ransomware on one or two 

systems15 to ensure that everything works as advertised. There’s 

always a battle between the ransomware actor and security tools, 

especially endpoint protection. The ransomware actor wants to 

ensure that the malware can encrypt network machines (which will 

generally include disabling all known security tools) without raising 

alerts or having their executable blocked. 

With the test successfully run, the last step is to deploy the ransom-

ware across the network. There are several ways this can be done. 

The ransomware actor may write a simple script that uses PsExec 

to execute the ransomware after pushing it to all the different 

machines via SMB. 

They may also use Microsoft Group Policy Object (GPO) to push the 

ransomware from the domain controller. Some ransomware groups 

have used Microsoft System Center Configuration Manager (SCCM) 

or another Remote Monitoring and Management (RMM) tool to push 

the ransomware to the target systems. 

As part of the ransomware deployment process, ransomware groups 

also delete the Volume Shadow Copy Service (VSS).16 VSS is an auto-

mated service on Windows machines that makes backup copies of 

common file types on Windows. That way, if a file is corrupted 

or accidentally deleted, there’s a backup copy that can be quickly 

restored. 

Coincidentally, many of the files automatically backed up by VSS are 

the types of files that ransomware actors like to encrypt. The VSS 

can’t be encrypted, so ransomware operators have to delete the files 

out of VSS to ensure there isn’t a quick way to restore encrypted files. 

This is an important step in ransomware detection, and CHAPTER 
16 discusses it in detail. 

After the shadow copies have been deleted and the ransomware 

deployed, the ransomware actor pops up a ransom note. Sometimes 

the demand will also be sent to all printers in the network.17 
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Extortion
Most guides mark the deployment of the ransomware as the end of 

the attack, but it really isn’t. For some organizations, the hardest 

(and lengthiest) part is the extortion stage. CHAPTer 2 discussed a 

number of ways that ransomware groups attempt to extort victims, 

but it’s difficult to adequately prepare for the sight of all an organi-

zation’s customers or a school’s students’ private data posted to an 

extortion website. 

CHAPTer 3 discussed this preparation as part of ransomware table-

top exercises, but it’s worth mentioning again. Not only does the 

victim organization have to negotiate with criminals to avoid an even 

more critical situation, they have important decisions to make that 

will have a large impact on the organization’s future. 

These decisions also must be made quickly. Ransomware groups 

exploit a sense of urgency, such as countdown clocks, to panic their 

victims. In ransomware chats, the ransomware group’s negotiator 

uses phrases like “We need your quick feedback,” and “Please don’t 

delay, don’t make this mistake.”18 The goal is to get the victim to pay 

quickly before going to authorities or bringing in a negotiator. 

The fallout from ransomware negotiation and extortion can last for 

months, not just because sensitive files are published on extortion 

sites, but also because of the effect on employees, clients, students, 

and others from having their personal details revealed. And, of 

course, there are the lawsuits that inevitably follow. 
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Ransomware and AI
Undoubtedly, this section will eventually grow to the point that it 

requires its own chapter, but for now it is just a section. It makes 

sense, it seems that Generative AI and Large Language Models (LLMs) 

are in use everywhere else in technology and every other field, why 

wouldn’t ransomware groups use AI to make their lives easier and to 

carry out more effective ransomware attacks?

Let’s start by level setting, though. Right now, the use of Generative 

AI by ransomware groups is limited. But Generative AI is a tool that 

has seen rapid adoption and expansion in a very short period, so by 

the time you’re reading this book you may find that previous sentence 

is outdated. 

How are ransomware groups using Generative AI today? Mostly for 

generating more effective phishing emails and to do some coding 

(though, there’s no evidence of ransomware groups using Generative 

AI to code better encryptors19).

In early 2024, The National Cyber Security Centre (NCSC) in the 

United Kingdom released the report, “The Near-Term Impact of AI 

on the Cyber Threat,” which provided a clear overview of ways in 

which ransomware groups and the groups that support ransomware 

were using Generative AI. 

The report states:

Threat actors, including ransomware actors, are already using AI 
to increase the efficiency and effectiveness of aspects of cyber 
operations, such as reconnaissance, phishing and coding.

Basically, IABs are using Generative AI to scale up their operations 

by focusing on the two primary methods of initial access. If they’re 

able to send better phishing emails that evade security detection, 

they’ll likely get more victims. Similarly, if they’re able to scan more 

networks faster for known vulnerabilities, they can exploit and col-

lect more victims. As it does for so many professions, Generative AI 
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acts as a force multiplier for the IABs, allowing them to sell more 

exploited networks to more ransomware groups, perpetuation an 

escalating cycle. 

As of right now, IABs and ransomware groups are not using 

Generative AI to uncover new or innovative ways of carrying out ran-

somware attacks. As the threat actors get better at using Generative 

AI tools, they will likely find more novel uses for it in their ransom-

ware attack.

Additionally, malware-focused LLMs, such as FraudGPT and 

WormGPT, will undoubtedly make carrying out ransomware attacks 

even easier in the future.20
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 � Is It Really Ransomware?

 � Data Theft and Third Parties

 � Protecting Against Data Theft-Only Attacks

Ransomware with No 
Encryption

CHAPTer 7

The largest ransomware attack of 2023, and one of the largest 
ever recorded was not a single attack, but a series of attacks 
by the CL0P ransomware group against the MOVEit file transfer 
service by Progress Software. 

The attack involved a zero-day vulnerability, which the team behind 

CL0P either developed or purchased, that was used to target more 

than 2,700 victims impacting at least 93 million people around the 

world1. Some of those impacted were impacted by multiple victims. 

To date, CL0P has released hundreds of terabytes worth of data from 

victims around the world. But, none of the victims had any of their 

data encrypted.
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Is It Really Ransomware?
The word ransomware is a portmanteau of ransom and software. 

While, as discussed in CHAPTER 1, the definition of ransomware 

has morphed over time, it has always involved some sort of soft-

ware. Which begs the question, are data theft and extortion attacks 

really ransomware? They feel a lot like ransomware: Attackers use the 

same methods to conduct reconnaissance on victim networks, they 

also use the same methods to exfiltrate stolen data, they even have 

negotiation and data leak sites and take payment in cryptocurrency. 

With all the similarities why not just lump these attacks in with other 

ransomware attacks? 

That’s what most organizations who track ransomware attacks do, 

but there are some distinctions in the attacks and these distinctions 

can be very important for defense. 

The most obvious difference between an encryption-based attack 

and a data exfiltration attack is that there is no encryption. When 

an organization has many of their systems encrypted, they know it 

Figure 7-1: Victim listing from CL0P’s data leak site
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immediately. These organization generally experience a disruption 

in services—often a severe disruption—and it’s easier for customers 

and partners to find out about the attack.

On other hand, when there is no encryption, organizations often 

don’t know about the attack until the attacker announces it on their 

site. Given the stealthy nature of the tools used by these threat 

groups, the entire attack chain can go undetected until a call comes 

in from a partner, customer or the press after a notice appears on the 

ransomware attacker’s extortion site. 

The second difference is that these data “theft” attacks can occur 

anywhere. Generally, for an encryption-based ransomware attack 

to be effective it has to occur within an organization’s network or 

cloud infrastructure. There are some exceptions to this, for example, a 

managed service provider (MSP) that holds sensitive documents such 

as legal files or medical records, but most traditional ransomware 

attacks directly impact the victim network in some way. 

Relying on Criminals for Data 
Reporting ransomware incidents is discussed 
in CHAPTer 17, but one thing to consider is: 
why do we rely so heavily on cybercriminals for 
ransomware data?

Not only are criminals incentivized to inflate numbers and gen-
erally lie about who their victims are, but they are also unreliable 
narrators (to put it in the kindest way possible). Yet, ransomware 
extortion sites are still considered the most authoritative source of 
data for many in the cybersecurity community. There needs to be 
a better system in place requiring reporting of incidents, but also 
making reported data readily available, so everyone has a clear 
picture of how bad the ransomware system is. 

T H E  1 0 1
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For ransomware attacks that only involve data theft, the attack can 

occur literally anywhere an organization’s data resides. Sure, the data 

can come from within your network or your cloud network, but it can 

come from one of your partner’s or vendor’s networks as well. In 

fact, one of the recurring themes from the CL0P MOVEit attack was 

many of the “victims” listed on the CL0P extortion site did not use 

the MOVEit software at all, instead one of their vendors or vendor’s 

vendors used it and the named victim just happened to be the most 

prominent organization mentioned in the stolen data. 

Which brings us back to the original question: If there is no encryp-

tion, can we still call this type of attack ransomware? But, also, why 

does it matter what we call it?

From a tracking perspective, it probably doesn’t matter too much. 

But as these kinds of attacks become more common, it’s import-

ant to distinguish between the two attack types to understand what 

the trends are and which way the threat actors are leaning. This 

helps organizations better understand where to devote resources 

for defense. 

Because the defense strategies for the two attacks are different. 

Encryption requires good backups as part of your defense. And, 

while good backups are always important, backups are not a defense 

for data theft-style ransomware attacks. Defense strategies for the 

two types of ransomware attacks will be discussed in detail later in 

this chapter. 

Data Theft and Third Parties
As mentioned in the previous section, a data theft attack can origi-

nate from anywhere an organization stores their data, or part of an 

organization stores data. Does the marketing department use a third 

party, like Hubspot, to manage emails to clients and prospects? That’s 

a target. Does the human resources department outsource employee 
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benefits to a third party, such as ADP? That’s a target. Does the 

development team use a third party, such as GitHub, to manage code 

repositories and updates? That’s a target.

The reality is that most organizations rely heavily on third parties for 

a variety of tasks and these third parties are often trusted to store and 

maintain data that’s sensitive to the organization. 

The further reality is that the security teams of these organizations 

usually don’t know what data is being stored by third parties or even 

which third parties are being used. This creates a real risk and one 

that is difficult to get a handle on.

The Data Supply Chain
Just as there are manufacturing supply chains and software sup-

ply chains, every organization has a “data supply chain” and 

organizations have to be able to track where and how their data is 

being stored. 

Like other supply chain processes, tracking your data supply chain 

usually requires the use of surveys that need to be regularly updated. 

This can be handled by the compliance team, in conjunction with the 

security team, as they usually have the processes in place that can be 

applied to gathering the data. Generally, what an organization needs 

to know from their vendors is:

 � What data is being stored

 � How is it being stored

 � Where is it being stored

 � What protections are in place

 � What process does the organization follow to ensure their 
security workflow (e.g., ISO27001)
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Of course, before vendors can be surveyed, the security and compli-

ance teams will need to know which vendors are in use. If your orga-

nization doesn’t currently have a data supply chain process in place, 

the first step is to reach out to all departments to find out what data is 

outsourced where. Again, the compliance team may have a lot of this 

information to start, especially if there are privacy regulations that 

your organization has to follow, but even if there is an existing list, 

it can’t hurt to talk to other departments and see if there is anything 

missing. A check-up never hurts. 

Once the information has been gathered both internally and exter-

nally, the security and compliance teams should work on standards 

for storing data with third parties. Ideally, developing standards 

would be done from the start, but that’s often not the reality, so 

assessing what’s in place and then building standards may be the 

best available solution.

During this process, you may find that many vendors don’t meet the 

current standards. Make sure you have a plan in place for how your 

organization is going to handle this situation. This usually involves 

getting senior leadership involved, especially when it requires tough 

conversations. 

Data Governance Framework
Everything discussed in the previous section is really the basis for a 

data governance framework. A data governance framework is a set 

of rules for the collection, management, storage and usage of data 

within an organization. Developing a data governance framework 

allows an organization to consistently manage data across all parts 

of the organization, and, it helps ensure compliance with GDPR and 

other data/privacy regulations to which your organization may have 

to adhere.
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Creating a data governance framework is outside the scope of this 

section—howerver, there are a number of well-established frame-

works that an organization can use as a guideline, including:

1. The Data Governance Institute Data Governance 
Framework2

2. SAS® Data Governance Framework3

3. McKinsey Data Governance Framework4

As with any framework, your organization does not necessarily have 

to follow every component of a selected framework. Instead, mix and 

match those elements that are relevant to your needs, while ensuring 

that you remain compliant with all regulations and meet your end 

goal of knowing where your data is and protecting it from ransom-

ware groups. 

Protecting Against Data Theft-Only 
Ransomware Attacks
You’ve catalogued your data and created standardized data storage 

policies within and outside your network, so your data is safe from 

ransomware groups, right? Sadly, no. That’s just the first part of the 

battle. You now have to monitor for, alert on, and act upon attempts 

at stealing data.

The easy thing to do here is to tell you to monitor for large data trans-

fers at odd hours from your network. This is surprisingly impractical 

advice for many organizations. There are too many processes and 

systems that can transfer large amounts of data out of network, at 

odd hours. Finding the malicious data exfil may be difficult. 
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Many organizations feel that because their data 
is “encrypted at rest”—stored on an encrypted 
drive—it is safe from these data theft operations. 
While encrypted at rest is always the preferred 
way to store data, remember how ransomware 
groups operate. Their goal is to gain administrative 
access to your network. An attacker who has 
administrative access will most likely be able to 
decrypt any data on the drive, just by logging into 
it. Just as you don’t have to manually decrypt files 
on your system, even when you encrypt the drive, 
they won’t either with the proper credentials.

So, while drive encryption is an important practice, 
it isn’t, unfortunately, a panacea. 

However, there are some things that you can look for to help deter-

mine whether the data transfer is malicious. But, as with so many 

methods of detection outlined in this book, it starts with understand-

ing what the baseline of data transfer in your organization is. What 

are the regular large data transfers? When do they occur? Where is 

the data going? Where is it being sent from? How much data is being 

sent? Questions like these can help build the baseline of data trans-

fers within your organization and make it easier to spot anomalies.

In addition to isolating large file transfers, know where traffic is 

supposed to be going. Data transfers to unusual IP addresses should 

be an immediate alert and possibly something that is automatically 

blocked. For example, many ransomware groups rely on the online 

file transfer service MEGA for data exfiltration. Alerting on or block-

ing access to any IP address associated with the MEGA file transfer 

service could stop the data transfer. 
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Once you’ve gotten this baseline, consider 
moving all of these transfers out of the corporate 
network to a server in your DMZ or, if possible, 
in the cloud. Hopefully, many of these processes 
don’t need to be run from the corporate network. 
Moving them makes it even easier to spot mali-
cious activity and stop it faster. It also separates 
traditional corporate activity from back-end and 
server processes.

Similarly, as discussed in CHAPTer 6, many ransomware groups use 

a standard set of tools for file collection and exfiltration from the net-

work, alerting on or blocking access to those tools could stop the ran-

somware actor from being able to even start the exfiltration process.

This book has repeatedly emphasized the importance of stopping 

ransomware groups as early in the attack chain as possible. Data 

theft is no exception. To this point we have discussed stopping the 

file transfer, but consider what needs to be done to prevent the ran-

somware actor from accessing the files in the first place. That’s where 

identity and access management are so important. 

Identity and access management is discussed in the chapter on initial 

access, but it isn’t just important for keeping attackers out of the 

network, it is also necessary for preventing them from accessing files 

that they shouldn’t. This is one of the reasons that many organi-

zations adopt least privilege or zero trust solutions as part of their 

security posture. If the ransomware actor can’t access the files in 

the first place, or can’t access them without generating an alert then 

you’ll have a better chance to stop them before any data is exfiltrated 

from your network. 
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What About Cloud Providers?
Everything described in the previous section is understood to be best 

practice, but it is also complex and difficult to implement. It is even 

more difficult to sustain in the long-term, but it is necessary to pre-

vent ransomware and other threat actors from exfiltrating data from 

your organization.

Now, take all of these challenges in implementing these controls and 

apply them to the dozens, or sometimes hundreds, of cloud provid-

ers who host some subset of your organization’s data. Yes, you can 

track which organizations have the different components of your 

data, and you can submit surveys to them to understand how they’re 

securing that data, but you can’t be sure they’re truly following all 

of the listed procedures. And, if they aren’t, your data can wind up 

on a ransomware group’s data leak site, despite you having done 

everything correctly.  

Unfortunately, there isn’t a lot that you can do to stop this from 

happening. But a good data governance framework will allow your 

organization to react more effectively when it does happen. 

The first step is to monitor known data leak sites. These can be ran-

somware extortion sites, but also underground forums, Telegram and 

TOX channels used by extortion groups for mention of your organiza-

tion’s name. Generally, this is better left to a third party to handle on 

your behalf. When your organization is mentioned as part of a part of 

data leak, that mention should be triaged just like any other security:

 � Where was it mentioned, what is the source?

 � Who mentioned it, what is the reliability of the actor?

 � What data does the threat actor claim to have?
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Once you have this information, you can determine internally which 

cloud provider or vendor had access to that data and reach out to 

them to understand if there has been a breach and, if so, what was 

the nature and extent of that breach. 

In the meantime, just as with any other breach, your security team 

will need to work with your legal, compliance, and communications 

teams to understand what the organization needs to do in terms of 

reporting and communication internally and externally. 

As with a breach of your network directly, you want to be as proactive 

as possible in preparation so no one in the organization is caught 

off guard. 

These types of third-party breaches are nothing new—what is new 

is the threat actors loudly advertising the breach and word spread-

ing quickly whenever any organization is breached or perceived to 

have been breached. Being prepared doesn’t necessarily mean your 

organization is going to proactively send out press releases, it simply 

means being able to confidently keep those who need to be informed, 

informed. 
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 � All the Ways Ransomware Actors Can Use Stolen Credentials

CHAPTER 8

Credential Markets and 
Initial Access Brokers

CHAPTer 2 discussed Initial access Brokers (IaBs), the threat 
actors who sell access to ransomware (and other cybercriminal) 
groups, as one of the cottage industries that has seen tremen-
dous growth thanks to ransomware. Despite the rapid growth of 

this cybercriminal activity, relatively little is known about the size 

and scope of the market. Estimates range from $2.4 million in 20201 

to almost $5 million2 in the same year. Both of those estimates are 

likely low, as a lot of IABs prefer to communicate over private chan-

nels rather than sell their offerings in public. 

As challenging as it can be to track IABs, trying to get a handle on this 

market is important because it acts as a force multiplier for ransom-

ware affiliates. If the ransomware affiliates don’t have to spend their 

time scanning victims’ sites and gaining initial access, it allows them 

to target more organizations at a time and increases their chances 

of success. 
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The Growth of IABs Is Directly Tied 
to Ransomware
IABs have been around for more than a decade, but until late 2019 or 

early 2020 they were really a niche offering. Most ransomware actors 

didn’t need direct access to a victim network, as they deployed the 

ransomware on a single machine. Other types of cybercriminals, such 

as Carders—cybercriminals who steal credit card information to sell 

or make purchases—often rely on access to credit card processing 

networks to steal data. But, most cybercriminals were fine using 

automated tools to steal the data they needed. 

The move to “Big Game Hunting” tactics in 2018 and 2019 by ransom-

ware actors, along with the increase in the number of Ransomware-

as-a-Service (RaaS) offerings, led to increased interest in IABs. IABs 

went from a niche service to one that is necessary for ransomware 

to continue at its breakneck pace, and IABs became very much in 

demand. At any given time, across dozens of underground forums, 

there are ads for access to hundreds of IAB companies. 

And those are just the low-level IABs. Once IABs have proven them-

selves or sold multiple accesses to ransomware groups and their 

affiliates, the IABs are sometimes recruited to work directly for the 

ransomware operators.3 When that happens, the IAB stops advertis-

ing publicly on underground forums (but, as with other cybercriminal 

activity, there’s always someone to take their place). 

Beyond those who work directly for ransomware groups, some of 

the most experienced IABs operate on private channels. These IABs 

have built up enough repeat business that they no longer want to 

operate openly. 

IABs only sell their access to a single buyer (at least if they want 

repeat customers). The reason for this is that having two different 

cybercriminals conducting attacks, possibly using similar toolsets, 
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increases the likelihood of detection or, at the very least, increases 

the likelihood that a tool conflict will cause a Blue Screen of Death 

(BSoD) and both cybercriminals will lose access.

IABs are in so much in demand that advertisements looking to buy 

initial access often outnumber advertisements looking to sell initial 

access. Figure 8-1 shows a series of posts in the “ДДДДДДД” (ACCESSES) 

section of the well-known Russian hacking forum, XSS. The major-

ity of the recent posts on that day were from forum users looking 

to buy access to organizations or companies, as supply has out-

stripped demand.

Figure 8-2 shows a typical advertisement selling access. This exam-

ple is also from the XSS forums and was originally written in English. 

This is what a typical advertisement looks like: The seller wants to 

provide enough information to make the target attractive, but not 

provide so much information that outsiders can figure out who the 

victim is. 

Figure 8-1: Posts from XSS (formerly DamageLab) forums looking 
to buy access to organizations or companies (left side is the original 
Russian, right side are same forum posts translated to English)
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Forum members have gotten wise to the activity of governments 

and threat intelligence companies, who monitor the forums looking 

for exactly these kinds of advertisements. When the anti-ransom-

ware organizations recognize a victim, they warn them to look for 

an intruder on their network and remove them, likely as quickly as 

possible before the access is sold. 

Early on, IABs would often take text directly from a victim organi-

zation’s website to describe the victim in the ad. But it became too 

easy for threat intelligence companies and governments to figure out 

who the victim was and notify them. IABs have had to alter their 

descriptions so as not to reveal too much. 

In this case, because the subject line is “US State Gov Access” it is 

likely that the Multi-State Information Sharing and Analysis Center 

(MS-ISAC) would have seen it and notified its members to watch out 

for this potential intrusion. Further down the thread, as shown in 

Figure 8-3, the seller offers to share proof of the type of credentials 

collected or accesses available from the target. 

Figure 8-2: A user on the Russian XSS forum selling access to the 
network of a state government



CREDENTIAL MARKETS AND INITIAL ACCESS BROKERS 141

Buyers will often ask for proof of the available access to verify that it’s 

legitimate, especially if the seller isn’t widely trusted. Law enforce-

ment and other analysts that monitor these forums also ask for 

sample data to see whether they can use the additional information 

to determine the identity of the victim and warn them. 

Figure 8-4 shows another example of an advertisement. This one 

was also posted in English, for a hotel in the United States. This 

seller collected samples and network information and was offering 

to share it via private message only. This is a safety precaution used 

by more experienced sellers, it allows them to vet potential buyers 

to ensure they are, for lack of a better term, “legitimate.” In other 

words, the seller is attempting to weed out law enforcement and 

security researchers, so they don’t accidentally lose their access 

before they sell it. 

This seller saw much faster success than the seller in the ad in 

Figure 8-2. This Figure 8-4 seller posted their ad late Tuesday 

and by Thursday of that same week had sold the access. That’s a rel-

atively quick turnaround for a seller who had registered on the forum 

less than a month before posting the advertisement—and this was 

their first post. The fact that they were selling access to a potentially 

lucrative victim helped drive the sale. 

Figure 8-3: Same thread as Figure 8-2, where the seller is offer-
ing to share samples
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Ordinarily, a new user like this offering remote access for sale would 

be met with some level of skepticism or have a higher bar to prove 

they’re “legitimate.” But IABs are in such high demand right now 

that even experienced cybercriminals will often trust newer users 

hoping to line up their next victim quickly. 

Of course, these underground or hacking forums have a feedback sys-

tem, a lot like eBay. If this user gets enough complaints or negative 

reactions, they’ll quickly lose the trust of the community and likely 

be banned from the forum (but like eBay, banned users can simply 

make a new account and jump back on).

Figure 8-4: XSS forum advertisement for access to a hotel in the 
United States (name of the hotel blacked out to protect anonymity)
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The Size of the Underground Stolen 
Credential Market
While the growth of the IAB market can easily be tied to ransomware, 

the credential marketplace existed long before ransomware became 

popular and will be around as long as services require usernames and 

passwords. Ransomware actors and IABs rely on stolen credentials, 

too. But ransomware is only one use of the stolen credential market. 

By some estimates, there are as many as 15 billion stolen credentials4 

being sold on underground marketplaces. That estimate is simultane-

ously inflated and underreported. It’s inflated because many creden-

tial dumps, as they’re often called, are simply repackaged from older 

credential dumps.5 Every now and then a story will go around about 

how a threat actor is trying to sell a database they claim contains 

X billion usernames and passwords. When the data is examined it 

almost always contains information from earlier breaches, repack-

aged and presented as new. That being said, the number of stolen 

credentials available is also underreported because no one organiza-

tion has a complete view of underground markets, especially those 

that require special access. So, there are many credential dumps being 

sold that are only seen by a small group of people. 

Figure 8-5: Advertisement on Raid Forums selling access to users 
of a Mexican bank
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Similar to IAB advertisements, credential advertisements can be 

found in many underground markets. Figure 8-5 is an example 

from Raid Forums in which the seller is offering customer data from a 

Mexican bank. With credential dumps, the seller often has to include 

more information to entice buyers. Unlike IAB sellers, though, sellers 

in credential markets will sell to more than one buyer. While a lot of 

IABs prefer not to attract attention because it may risk the access they 

are trying to sell, many credential sellers, like the one in Figure 8-5, 

want the attention. They thrive on the notoriety because it brings 

more buyers to their sale.

Figure 8-6 is an example of a country-specific credential dump. 

These credentials could be stolen from government agencies or orga-

nizations specific to the country. 

Advertisements like these appear across many hacking or under-

ground forums, making it trivial to find access to almost any organi-

zation that has email addresses. 

Figure 8-6: Another advertisement on Raid Forums selling access 
to “high quality” Bulgarian databases
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Password Reuse 
The reason that credential dumps are such an effective initial access 

vector for ransomware and other cybercriminal groups is that peo-

ple tend to reuse passwords, even passwords for their work-related 

resources and tools. Even if an organization itself is not breached, 

employees often use their work email addresses to sign up for out-

side services and use the same password for both work accounts and 

outside services. If that organization is breached, it could result in 

a ransomware actor having multiple credential pairs to try to gain 

initial access. 6

Employee Credentials Are 
Being Sold in Credential 
Marketplaces
Even though it’s almost impossible to know the true number of 
leaked credentials available on underground markets, everyone 
agrees it’s a lot. This means that your organization has quite likely 
leaked credentials for sale somewhere. Every leaked credential is a 
potential ransomware attack. 

You need to start scanning for these leaked credentials and take 
measures to reduce risk when they’re discovered. Unfortunately, 
too many organizations aren’t doing this, which means they’re at 
higher risk for a ransomware attack. If your organization already 
uses a threat intelligence service, they can most likely provide you 
with that scanning service. If not, there are a number of free or 
low-cost offerings that can alert you to new credential leaks for 
everyone in your domain. 

One offering available to everyone is Troy Hunt’s “Have I Been 
Pwned” Domain Search offering,6 which will send you alerts any-
time someone from your organization appears in a credential dump. 

E X E C U T I V E  C O R N E R
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The rapid increase in the use of remote access during the COVID-19 

pandemic has made password proliferation worse for most people. 

Researchers found that at the end of 2020, people had an average of 

100 passwords to remember, up 25% from the beginning of the year.7 

Remembering all of those passwords is almost impossible, which is 

why most people reuse passwords, or use a password manager. 

Some of the challenges associated with password reuse can be mit-

igated with password rotation policies. Now many security experts, 

along with both Microsoft and NIST, advise against password rotation 

policies8 contending that there is “… no point to forced password 

changes …” There are two problems with password rotation policies:

1. They add to the number of passwords users have to 
remember, exacerbating the problem. 

2. People usually find shortcuts to circumvent the policy. 

To the second point, many users who are forced to change their 

password every 60 or 90 days stick with a base password and add an 

identifier after. So, if the name of their dog is Friskey, their password 

for the year will be FriskeyQ12022, FriskeyQ22022, FriskeyQ32022, 

and FriskeyQ42022. An IAB or ransomware actor who uncovers an 

employee password in a credential dump that’s something like 

FriskeyQ42015 knows that, if the employee is still at the same place, 

their password will likely follow the same pattern. 

It seems like a contradiction to say some challenges can be miti-

gated with a password rotation policy and then point out that the 

best advice out there is to not have a password rotation policy. Both 

statements can be true. If an organization isn’t going to implement 

the other steps outlined in this section to protect against password 

stuffing/reuse attacks, password rotation provides a little bit of added 

protection. The better option is still to implement the solutions out-

lined here. 
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Credential monitoring combined with multifactor authentication and 

single sign-on environments can alleviate many challenges associ-

ated with credential reuse, as can providing employees with access 

to password managers.

How IABs and Ransomware Actors 
Use Stolen Credentials
In September 2019, the Northshore School District in Washington 

State was hit with Ryuk ransomware. The school district wound up 

not paying the ransom and spent months recovering.9 Twice in the 

months leading to the ransomware attack, remote access to the net-

work was listed for sale in underground forums.10 It’s likely that if 

Ryuk hadn’t used the credentials for initial access, another ransom-

ware group would have.  

On April 29, 2021, a REvil affiliate or IAB used a login and password 

discovered in a password dump to log into a VPN belonging to Colonial 

Pipeline.11 The employee associated with that account no longer 

worked there, but the account hadn’t been deactivated on the VPN 

and multifactor authentication was not implemented. On May 7, 2021, 

eight days later, REvil or one of its affiliates launched a ransomware 

attack against Colonial Pipeline that started a domino effect, leading 

to gas stations up and down the East Coast of the United States to run 

out of gas, though most of the shortage was caused by people panic 

buying gasoline.

The irony is that the ransomware group was likely not targeting 

Colonial Pipeline, they were looking for any exposed system they 

could log into. It’s possible to offer informed speculation, based on 

the initial access for similar ransomware attacks: The IAB or affiliate 

was probably scanning for certain systems, perhaps the VPN used by 

Colonial Pipeline. They found VPN systems that were exposed to the 

Internet and that they could log into or, more accurately, found thou-

sands of matches. They started going through those targets looking 
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for a victim that might result in a large ransom payment. They saw 

Colonial Pipeline and searched for Colonial Pipeline in credential 

dumps. Given that Colonial Pipeline has almost 900 employees, they 

probably found dozens of credentials. The IAB or affiliate tried all of 

the credentials until they found a match.12 

Remember that ransomware groups, for the most part, don’t target 

specific organizations. Instead, they target technologies they can 

exploit, use credential stuffing, or launch credential reuse attacks 

against. But ransomware groups are sophisticated enough to dis-

tinguish between good and bad potential targets, as discussed in 

CHAPTer 6. After completion of the scans launched by the IAB or 

affiliate are, they attacker is going to go through the list of potential 

targets and cherry-pick the victims that are likely to be the most 

profitable or easy to access.

Credential dumps can also be useful during the reconnaissance phase 

of a ransomware attack. Although ransomware groups have a lot of 

useful tools that allow them to get administrative access to networks, 

those tools often create a lot of noise in the organization’s logs. If the 

ransomware affiliate can find administrative credentials in a creden-

tial dump, it makes reconnaissance a lot easier. They can use those 

credentials to create more administrative accounts and further solid-

ify their access while stealing files, before launching ransomware. 

One last way that ransomware actors can gain needed credentials is 

through phishing campaigns, which will be discussed in CHAPTER 9. 
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CHAPTER 9

Phishing Attacks

Much like the credential marketplaces discussed in CHAPTER 8, 
phishing is a problem that’s bigger than ransomware and will be 
around long after ransomware is finally eradicated. Phishing takes 

its name from “fishing,” which metaphorically refers to throwing out 

bait and seeing what responds. For instance, much phishing consists 

of sending email or other messages with links that look interesting 

or important (“Click here if you think this $499 charge is incorrect”), 

and that lead to installing malware on the victim’s computer. A 

variant of phishing called “vishing” refers to voice messages sent 

to victims’ phones. 

Phishing attacks have been around since the mid-1990s.1 Today, 

approximately 3 billion phishing emails are sent per day,2 accounting 

for about 1% of all email sent.3

A mere 1% of all email may not sound like a lot, but it is enough to 

cause a lot of damage. According to the FBI, business email compro-

mise (BEC), which almost always starts with a phishing or vishing 

attack, cost organizations more than $12 billion between 2013 and 

150
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2018.4 In 2020 alone, BEC accounted for $1.8 billion worth of losses,5 

and that’s just one type of cybercriminal activity that uses phishing 

for its attack vector. 

As with other parts of this book, covering every aspect of phishing 

attacks is beyond the scope of a single chapter. Instead, this chapter 

focuses on the role of relationship between phishing in the deploy-

ment of ransomware.

Many people use the terms “spam” and “phishing” 
interchangeably, but there is a difference that’s 
important to remember. Spam refers to any 
unwanted email, whereas phishing emails are 
malicious. A phishing email may try to convince a 
victim to click on a link, install malicious software, 
share a username and password, or enable a host 
of other malicious activities.

The Long History of Phishing and 
Ransomware
Ransomware and phishing have a long, connected history. One of 

the ways that GPCode (discussed in CHAPTER 1) was delivered was 

through spear phishing campaigns.6 The attacker scraped job sites 

for email addresses and sent victims a Trojan disguised as a job appli-

cation. It was a simple but effective way of targeting victims and 

spreading ransomware. 

Other ransomware actors adopted phishing as a primary delivery 

method for the ransomware. By including the ransomware as part of 

an attachment or directing victims to malicious websites that exploit 

their browsers or browser plug-ins (such as Adobe Flash) these ran-

somware groups were able to quickly spread their malware. The lures 

used in these phishing emails are still commonly used today:
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 � Law enforcement

 � Official government agency communication 

 � Package delivery

 � Payment due

 � Received payment

 � Legal notices

Understanding common lures is important, especially as they evolve 

over time. Knowing the types of phishing emails that ransomware 

(and other cybercriminals) like to send allows security teams to better 

prepare defenses and employees for a phishing campaign. 

Ransomware groups send out millions of these emails a month, so 

they need to infect only a small percentage of recipients to make a 

good deal of money. 

Locky
Locky ransomware took the pairing of ransomware and phishing to 

the next level. At one point the group behind the Locky ransomware 

sent out as many as 23 million phishing emails over a 24-hour 

period.7 It wasn’t unusual for individual Locky phishing campaigns 

to be distributed to over 100 million people.8 The group behind 

Locky sent out phishing campaigns at volumes not matched by any 

ransomware group before or since. 

Figure 9-1 is an example of a typical Locky phishing campaign.9 

Again, it’s not a very sophisticated attack. The email has the sub-

ject “documents” with a request to download them and includes an 

attached .zip file that contains the ransomware. Compressed files 

were often used in these phishing campaigns, and in fact are still 

used today, because compressed files often allow the phishing email 

to bypass any mail security precautions. Many modern ransomware 

phishing campaigns use password-protected compressed files.
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The group behind Locky did more to avoid detection than simply 

compress files. They had a complex network set up to distribute their 

phishing attacks. Analysis of two of their campaigns from September 

of 2017 revealed that:10

The phishing emails that purported to be printer output were sent 
from a total of nearly 120,000 IP addresses from 139 country 
code top-level domains, according to Comodo. The other phishing 
email that was utilized in the September Locky campaign was 
sent from over 12,350 IP addresses in 142 countries. In total, 
the IP addresses used in the September attacks were scattered 
across more than half of all countries in the world.

This type of broad, diverse, and continuously changing infrastruc-

ture allowed Locky to bypass not just local mail security protection 

but external protections such as block lists and real-time blackhole 

lists (RBLs). 

The type of infrastructure required to distribute these large-scale 

phishing campaigns attracts a lot of attention. Locky was distrib-

uted primarily using the Necurs botnet, which at its height had 9 

million infected machines under its control. The Necurs botnet was 

increasingly targeted by network infrastructure and was effectively 

shut down in early 2019, then taken offline permanently by Microsoft 

and 35 law enforcement agencies around the world in early 2020.11

Figure 9-1: Sample Locky phishing campaign from 2017 (Source: 
AppRiver)
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Although the Locky ransomware is no longer active, many of the les-

sons learned during its run are still used by both ransomware groups 

and defenders today.  12131415

Getting to Know Evil Corp
E Corp, also known as Evil Corp, is well known to 
fans of the television show Mr. Robot but is also 
the name of the group behind Locky ransomware 
and many other cybercriminal activities. 

Evil Corp started in 2007 by delivering a banking trojan called 
Cridex. This eventually morphed into Dridex, a modular trojan that 
can steal banking information, drop a keylogger, and deploy other 
types of malware.12 Dridex isn’t used just by Evil Corp to deploy its 
own malware; it’s also rented out to other cybercriminals. 

Locky isn’t the only ransomware deployed by Evil Corp. After 
Necurs faded away, Evil Corp released the BitPaymer ransomware, 
which was one of the first ransomware families to rely on Big Game 
Hunting techniques. Evil Corp is also presumed to be behind the 
WastedLocker13 ransomware and Grief ransomware.14

One of the reasons that Evil Corp is behind so many different ran-
somware campaigns is that Evil Corp is one of the few ransomware 
groups that’s officially sanctioned15 by the United States govern-
ment for the development and delivery of the Dridex malware. 
This means that U.S.-based organizations who pay them a ransom 
may be sanctioned by the Office of Foreign Assets Control (OFAC). 
Switching between different ransomware variants gives victims 
deniability if they have to pay a ransom. 

D E E P  D I V E
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Ransomware and Phishing Today
Although ransomware groups no longer send millions of phishing 

emails at a time, phishing attacks are still an important part of ran-

somware. Phishing campaigns delivering ransomware generally use 

the following techniques: 

 � Microsoft Office Documents with macros

 � Attached JavaScript or other scripting files

Microsoft Office Macros
The type of phishing attack people are most familiar with is the 

Microsoft Word attachment, as this technique is widely used across 

multiple groups. These emails are often labeled “Invoice” or “Past 

Due,” although ransomware groups have adapted to world events 

using COVID-19 or Olympics themes as lures, among others.

Figure 9-2 is an example of one such email. This is a pretty basic 

one, the sole purpose of which is to get the victim to enable mac-

ros within Microsoft Word. Macros are tiny bits of code that can be 

embedded in Microsoft Office documents. They can serve a lot of 

useful functions, but malicious actors, especially ransomware groups, 

often use them to deploy malicious payloads. 

Figure 9-2: Sample of a Word Document used in a ransomware 
phishing campaign
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Macros make for a great initial payload, sometimes referred to as a 

loader, because there are a lot of legitimate reasons to use macros and 

so they’re almost always allowed by organizations. This means that 

macros bypass most security protections that may be in place, even 

some sandboxing applications. 

Microsoft has disabled macros by default in all current versions of 

Microsoft Office,16 but that doesn’t mean that phishing campaigns 

using Microsoft Office documents no longer work. Many people, for 

a variety of reasons, still need macros for their day-to-day work, so 

disabling macros across an entire organization is often difficult for IT 

and security teams to implement, hence the “official looking” notice 

in Figure 9-2 asking the victim to enable macros. Of course, macros 

won’t help anyone view a version of a document created by a newer 

version of Microsoft Word, but most people won’t know that. Many 

people, upon seeing this type of notice, will assume it’s legitimate, 

enable macros, and unknowingly launch a ransomware attack. 

Despite the best efforts of Microsoft and security 
professionals around the world, Microsoft Office 
macros still pose a real risk to security. But 
macros can be universally disabled using Active 
Directory Group Policy Object (GPO). GPO allows 
administrators to set a universal security setting 
across an entire domain. The advantage of using 
GPO to disable Microsoft Office macros is that it 
cannot be overridden at the user level, so it allows 
administrators to protect users from themselves. 

The other nice thing about using GPO is that it 
allows administrators to create separate groups. 
So, if there are users who need to enable macros, 
they can be placed in a separate group with 
permission to open certain macros. This allows 
them to continue to do their job uninterrupted 
while keeping the organization safe.
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Google Docs
Similar to Office Documents, Google Docs and Google Drive have 

become an increasingly popular delivery mechanism for phishing 

emails. The group behind the Bazar Loader is particularly fond17 of 

using Google Docs18 as lures. Similar to the Microsoft Office-based 

lures, many of these phishing campaigns involve “Invoice” and 

“Billing” lures. But, some of the Bazar Loader campaigns can be more 

personalized, such as telling the victim that they’ve been terminated 

and asking them to click on a Google Document to find out their sev-

erance package. 

These campaigns tend to be a little more straightforward. The victim 

clicks on a legitimate Google Document to find an embedded “PDF” 

or “Word Document” that needs to be downloaded to view the docu-

ment. Of course, the link leads not to a PDF or a Word Document but 

to a malicious executable. The icon for the malicious file is changed 

often by simply naming the embedded file something like invoice.

doc.exe and changing the icon to make the file look like a Microsoft 

Word file. 

As an added trick, attackers often use Google Doc redirects to avoid 

any proxy or sandbox detections. Most security tools that monitor 

for redirects have a limited number of redirects that they will fol-

low before they stop checking the links for malicious content. The 

idea is that they don’t want unlimited redirects eating up resources, 

effectively overwhelming the platform. Attackers know this, so they 

sometimes include dozens of redirects to avoid detection.

General Phishing Techniques
Because phishing attacks are so dynamic, quickly switching from 

lure to lure, many phishing campaigns are built on templates.19 This 

allows the ransomware groups to keep the structure of the email and 

the technology behind it the same, while swapping out the lures for 

whatever is the trending news topic of the day. 
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Not just Microsoft and Google services are abused like this; they’re 

simply the most prominent. Any productivity offering that’s com-

monly used by organizations can and will be abused in this way. 

Ransomware actors have used Dropbox, Slack, GitHub,20 and other 

services as part of phishing lures. These services work well for ran-

somware groups and other phishing attacks because they’re unlikely 

to be blocked and sometimes are part of allow groups for other secu-

rity tools such as web proxies and web application firewalls. 

Phishing for Harvesting Purposes
Although the focus of this chapter is on ransomware delivered via 

phishing, a lot of these same techniques are used in phishing cam-

paigns designed to harvest credentials.21 Although these campaigns 

don’t directly deliver ransomware, the harvested credentials can be 

used in ransomware attacks later. 

Credential harvesting databases have to be sold somewhere, as dis-

cussed in CHAPTER 8. More than 70% of all phishing campaigns 

in 2020 were credential harvesting22 attacks, and Kaspersky alone 

identified more than 434 million phishing emails.23 That means there 

were potentially hundreds of millions of credentials harvested and 

placed for sale on underground forums. Cybercriminal groups often 

engage in multiple types of illegal activity, so it’s possible that cre-

dentials taken by one arm of a cybercriminal group won’t be sold, 

but instead will be used by the branch of the group launching ran-

somware attacks. 

This is why it’s so important to monitor for and stop all phishing 

campaigns, not just those delivering ransomware. 

Qakbot and Ransomware
Qakbot (sometimes referred to as Qbot) is an information stealer that 

has been around for more than 15 years.24 It has been used to deliver 

ransomware off and on over the years but recently it has become 

integral to several ransomware campaigns. In particular, the group 
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behind the Black Basta ransomware has used Qakbot not only for 

initial access and to steal credentials, they have also used Qakbot 

to move laterally through the network, deploying Qakbot on other 

machines to gain access and steal credentials.25 This close relationship 

between Black Basta and Qakbot shows how ransomware groups are 

continuing to evolve their methods and malicious activity. 

The Payload
Ransomware phishing attacks don’t usually deliver ransomware. 

Instead, they deliver a payload that allows the ransomware attacker to 

start reconnaissance of the organization. The initial payload is often a 

simple PowerShell script that does a quick survey of the first machine 

and pulls down a loader, such as Trickbot, that the attackers can use 

to gain hands-on-keyboard access. 

Many ransomware affiliates have carried out such attacks dozens of 

times,26 and ransomware groups as a whole have done them hundreds 

or thousands of times, so they possess a lot of collective experience 

in avoiding detection mechanisms. Whenever possible, ransomware 

groups use common system administration tools during this phase 

to avoid detection. One example is Certutil, which is a Microsoft tool 

used to download, manage, and install certificates. It turns out that 

Certutil can also be used to load the Trickbot DLL into memory,27 usu-

ally allowing it to avoid detection by endpoint protection solutions. 

Using these types of loaders or droppers and by installing these initial 

access tools into memory, the ransomware attacker can survey the 

network, ensure they haven’t inadvertently landed in a honeypot, 

disable tools that might detect their activity, and download the tools 

needed for the next phase, which will be discussed in CHAPTer 12. 
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Conducting Proper Phishing 
Training
There is a school of thought in information security claiming that 

phishing training doesn’t work.28 According to the TerraNova 2020 

Gone Phishing Tournament Report,29 even after phishing training, many 

organizations still had a 20% click-through rate on simulated phish-

ing exercises.30

In addition to regular training, organizations have 
to make it easier to report suspected phishing 
emails. Provide a centralized email address or a 
“click button” where employees who suspect they 
have received a phishing email can quickly report a 
suspected phishing campaign. This makes employ-
ees feel that they’re part of the security campaign. 

The counterpart to a reporting process is to provide 
IT or security personnel on the other side of that 
reporting feature who are responsive to those 
reports, and do so in a timely fashion. A reporting 
solution doesn’t work well if an employee has 
to wait three days to hear back or, worse, never 
receive any response. When an employee reports 
a phishing email, it’s important to respond quickly, 
thanking them for their report, and explaining why 
an email message is or isn’t a phishing message. 
This allows the employee to understand that they’re 
an important part of the security process and 
encourages learning, as well as more reporting.

Part of the problem is that many phishing training programs are 

outdated and static, contrasted with how dynamic and agile the 

threat actors are when launching phishing campaigns. Some of the 
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challenge originates from the tendency of many organizations to see 

security awareness training (of which phishing training is usually a 

part) as a function of compliance rather than security. Organizations 

that want to be able to check a box, rather than truly educate employ-

ees, are going to keep the training as simple and cost-effective 

as possible.

In order for phishing training to be effective, it has to properly reflect 

the real world and current phishing campaigns. Offering suggestions 

like “look for grammatical mistakes” reflects an outdated knowledge 

of modern phishing campaigns. 

The most effective phishing training takes place multiple times a year 

and is personalized to the organization’s environment, even ideally to 

the individual users. (Simulation campaigns can be adjusted based on 

the reaction of each individual user.) These campaigns should ideally 

be conducted by an outside vendor with input from the security and 

compliance teams. To put it bluntly, most organizations don’t have 

the expertise, staff, or time to run an effective phishing simulation 

campaign on their own. Better to let experts do it.

Don’t Forget the Technical Solution
Phishing training is never enough. Not even the best phishing train-

ing solution claims that it will get click-through rates down to zero. 

There will always be someone who clicks on a phishing email. Perhaps 

they’re having a bad day and are in a hurry, or a lure is one that they 

are particularly susceptible to, or the phishing campaign is simply a 

really good one. Whatever the reason, no one person or organization 

is completely immune to phishing attacks. 

That’s why phishing training isn’t enough. Organizations have to 

invest heavily to prevent phishing emails from making it through to 

employees. This means investing in security tools that stop phishing 

attacks at the edge. The good news is that improving email security 

doesn’t always mean investing in new hardware or software solu-

tions. Many organizations already have email security solutions in 
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place, but not every feature has been enabled. Especially if a mail 

security solution has been in place for several years, it’s a good idea 

to conduct an audit to see whether there are features not yet enabled 

that can improve security. 

At a minimum, every organization should enable Domain-based 

Message Authentication Reporting and Conformance (DMARC).31 

DMARC gives third parties the ability to confirm that emails pur-

ported to be from an organization are really from that organization. 

Almost all phishing emails at this point fail DMARC verification, so 

organizations can flag email messages that fail DMARC checks to be 

quarantined and reviewed manually. A word of warning, however: 

Adoption of DMARC has been slow, so your checks might throw a 

lot of legitimate messages into quarantine.32 Adoption of DMARC is 

picking up, luckily.

Phishing attacks aren’t going away any time soon, so organizations 

must be vigilant and adapt to these attacks as they continue to evolve. 
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CHAPTER 10

RDP and Other Remote 
Login Attacks

In January 2020 there were about 3 million Remote Desktop 
protocol (rDp) servers exposed to the Internet. By March 2020 

that number was greater than 4.5 million,1 a number that has stayed 

relatively stable since then. RDP is an increasingly attractive target 

for ransomware groups. Although phishing continues to be effec-

tive, it can be expensive to get a phishing campaign up and running, 

especially for new IABs or ransomware affiliates. Renting space from 

phishing botnets is costly and the returns are often dismal. 

On the other hand, an attacker who manages to gain access to an RDP 

server has already achieved success. They’ve managed to infiltrate a 

victim’s network, and they can turn around and sell that access, or 

possibly use it to deploy ransomware directly. In addition to having 

almost no startup costs (a laptop + Internet access + some searching/

forum time), RDP scanning and exploitation provides almost instant 

gratification. 

165
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RDP access operations make a great entry point for many IABs and 

ransomware affiliates, but RDP is not the only type of remote access 

for which IABs are looking. As IABs and ransomware affiliates gain 

experience, they expand the types of remote access tools that they 

can exploit, looking for systems exposed to the Internet such as 

Citrix, TeamViewer, VNC, and any and all VPN connections they can 

find. If an exposed system provides access to a victim’s network, most 

likely there are IABs or ransomware affiliates scanning for it. 

The Rise of RDP and Other Remote 
Accesses During the Pandemic
Ransomware attacks against RDP and other remote access systems 

were already increasing prior to the COVID-19 pandemic. According 

to a report from F-Secure, in the second half of 2019, remote access 

“manually installed” ransomware accounted for 28% of all ransom-

ware attacks it observed.2 This was the largest percentage, followed 

by phishing at 24%. 

This trend was accelerated by the rapid shift to remote work during 

the pandemic.3 Many organizations that had limited or no remote 

workforce suddenly had to accommodate a fully remote (or close 

to fully remote) workforce, and they had to do it with the tools and 

systems to which they already had access. Most organizations ini-

tially thought they would switch to remote work for four to six weeks, 

then return to normal. If that was actually the case, it would be OK 

to “MacGyver” together a remote access solution. Little thought was 

given to security because IT and security teams had very little time 

to get a work-from-home solution up and running and assumed it 

would be temporary. 

Unfortunately, weeks turned into months, and months turned into 

more than a year of remote work for many organizations. During 

the extended remote work period, how many of those organizations 

revisited the original remote work plan to ensure that it was properly 

configured and secured?
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The increase in remote work meant that most organizations had a 

larger attack surface. This vulnerability led to a significant uptick in 

cyberattacks overall,4 but an even bigger jump in ransomware attacks. 

Ransomware attacks were up 150%5 in 2020 and have likely risen even 

more in 2021. It has been mentioned before in this book that it is very 

difficult to get accurate ransomware statistics. Often, consistency in 

reporting serves just as important a purpose. The FBI Internet Crime 

Complaint Center (IC3) has been keeping track of ransomware attacks 

reported to the IC3 since at least 2016. Figure 10-1 shows how ran-

somware has increased over the last few years after switching over 

from primarily an automated form of malware in 2016 and early 2017 

to manually operated cyberattacks from 2018 on, note the consistent 

increase since 2018.6 

It’s worth noting that it was not just COVID-19 that caused the 

increase in ransomware attacks in 2020. The growth of RaaS and the 

constant headlines about multimillion dollar ransoms being paid was 

already attracting more cybercriminals to ransomware before the 

pandemic hit. However, the increased attack surface that mirrored 

the types of systems IABs and ransomware affiliates were looking to 

attack made the growth that much easier. 
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Figure 10-1: FBI’s Internet Crime Complaint Center (IC3) ransom-
ware complaints from 2016-2020



RDP AND OTHER REMOTE LOGIN ATTACKS 168

Ransomware and Healthcare During the 
Pandemic
As noted by Interpol, one sector that was hit particularly hard by ran-

somware during the pandemic was healthcare.7 Hospitals in particular 

were very susceptible to ransomware attacks during the COVID-19 

pandemic. 

There were 560 known ransomware attacks against healthcare pro-

viders in 2020,8 and the real number is probably even higher. The 

cost of these attacks against healthcare providers was estimated at 

$21 billion.9 That cost includes downtime caused by the ransomware 

attack, recovery costs, new infrastructure, and even ransom payments. 

Healthcare providers, particularly hospitals and clinics, were under 

enormous pressure during COVID-19. That meant employees were 

particularly susceptible to phishing attacks. In fact, one study found 

that healthcare workers’ average click-through rates on phishing 

campaigns during the COVID-19 pandemic was 14.2%,10 most orga-

nizations strive to keep their click-through rates under 5%. It didn’t 

help that many ransomware groups specifically targeted healthcare 

providers as the pandemic reached its peak, knowing they would 

likely find a vulnerable employee who would be more suscepti-

ble to pay. 

Several ransomware groups pledged not to attack hospitals during the 

pandemic.11 As security experts expected, most ransomware groups 

that took the pledge turned out to be liars.12 Not only did ransomware 

attacks against hospitals continue, they actually increased during 

the pandemic.13 In fact, less than two weeks after that “pledge” was 

made, L’hôpital de Saint-Gaudens was hit with a ransomware attack.14

Interestingly, when the Ireland Health Service Executive (HSE), 

Ireland’s healthcare service, was crippled by Conti ransomware,15 

the ransomware group gave HSA the decryption tool at no cost. Part 

of that was timing, the attack came just after the Colonial Pipeline 

attack, conducted by DarkSide and HSE was the second major 
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target with large national repercussions. Seeing how much attention 

DarkSide received after that attack, the group behind Conti may have 

decided they didn’t need the hassle. It should be noted that even with 

a functioning decryption key, HSE still spent millions of dollars and 

took months to fully restore all systems. 

RDP Is an Easy Attack Vector for 
Ransomware
Depending on which ransomware groups are active and who’s doing 

the reporting, either phishing16 or RDP17 are the most commonly 

used initial access vectors for ransomware attacks. Unfortunately, 

the ease of finding exposed RDP systems, combined with the copious 

Figure 10-2: Shodan’s view of servers with port 3389 exposed to the 
Internet
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documentation on how to gain access to exposed RDP systems pub-

lished on underground markets, means that they continue to be a 

lucrative initial access vector for ransomware groups. 

Figure 10-2 shows a map of servers exposed to the Internet with 

port 3389 (the default port for RDP) open.18 The information comes 

from a query carried out on Shodan, the scanning company. It shows 

4.8 million systems potentially vulnerable to credential stuffing or 

credential reuse attacks. This screenshot was taken in late August of 

2021, but it is representative of findings over the last few years. This 

view doesn’t even account for organizations that are running RDP 

on another port. 

Are all of the systems potentially vulnerable to a credential reuse or 

credential stuffing attack? No, not all of them are even running RDP, 

but millions19 of them are and most of them are at risk. 

Ransomware affiliates and IABs don’t always rely on Shodan to find 

vulnerable RDP servers, though there are a number of tutorials avail-

able on underground forums showing how to do exactly that. FIGURE 
10-3 is a tutorial from the XSS hacking forum. The title translates 

to roughly, “Everything you wanted to know but were afraid to ask 

about the Ransoms!!!”

Figure 10-3: Advice on how to get into ransomware, posted to the 
XSS forum
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In the post, the author discusses the importance of RDP and how ran-

somware groups use RDP to gain remote access (see Figure 10-4). 

The post specifically discusses using Shodan to find open RDP servers, 

as well as other tools that attackers new to ransomware can use to 

gain access to exposed RDP servers. 

Shodan, and other web-based tools, are too slow for the more 

advanced IABs, so they rely on other tools that are readily available 

and still make the process of finding open RDP hosts easy. 

One tool that is repeatedly mentioned across multiple underground 

forums for this type of work is Masscan.20 Masscan is popular in a 

lot of underground forums because of its speed, even on lower-end 

4. RDP 

Злоумышленники-вымогатели усовершенствовали искусство использования RDP для 
нацвливания на компьютеры жертв. Обычно это включает управление другими машинами в 
сети удаленно, с другого компьютера администратора. Первоначально протокол RDP был 
разработан, чтобы позволить ИТ-специалистам и администраторам удаленно настраивать 
корпоративные компьютеры. 

Эта функция предлагает злоумышленникам возможность эксплуатировать возможность для 
злонамеренных действий. Используя специализированные поисковые системы в Интернете, 
такие как Shodan.io, хакеры ищут и нацеливаются на эти компьютеры, работающие с 
открытым портом 3389, и запускают атаки. Чаще всего злоумышленники получают доступ к 
административным правам с помоинью метода взлома паролей методом грубой силы. Это 
делается с помощью специального программного обеспечения и инструментов для взлома 
паролей, таких как John the Ripper, Cain and Аbеl, Medusa и другие. 

Получив доступ к административным функциям, они развертывают программы-вымогатели и 
отключают функции безопасности, вынуждая организации платить за повторный доступ к 
своим данным. Другие программы-вымогатели, которые использовали этот механизм ранние, 
- это CrySis и LowLevel04. 

4. RDP 

Ransomware has perfected the art of using RDP to target victim computers. This usually involves 
managing other machines on the network remotely from another administrator computer. RDP was 
originally designed to allow IT professionals and administrators to remotely configure corporate 
computers. 

This feature offers attackers the opportunity to exploit the opportunity for malicious activity. Using 
specialized Internet search engines such as Shodan.io, hackers search for and target these 
computers running on open port 3389 and launch attacks. Most often, attackers gain access to 
administrative rights using brute-force password cracking. This is done with dedicated password 
cracking software and tools like John the Ripper, Cain and Abel, Medusa and others. 

Once they gain access to administrative functions, they deploy ransomware and disable security 
features, forcing organizations to pay to re-access their data. Other ransomware programs that 
have used this mechanism before are CrySis and LowLevel04. 

Figure 10-4: Same XSS post as in Figure 10-3, focusing on the 
importance of RDP in ransomware. Top is the original Russian lan-
guage post; the lower half is an English language translation.
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hardware. An IAB can scan large swathes of the Internet in a very 

short period of time. Claims for Masscan (unverified by this author) 

boast that it can scan the entire public IPv4 space in six minutes.21

Whether or not the six-minute claim is true, Masscan is undeniably 

fast. By running it continuously against IP space in countries of inter-

est, such as the United States, South Korea, Western Europe, or Japan, 

IABs can identify new RDP hosts as soon as they come online (FIGURE 
10-5). This is especially important for hosts that aren’t always on, 

but available only for a limited time. (For instance, perhaps someone 

sets one up to work from home for the weekend.)

An attacker might use a tool like Masscan to collect a large number of 

potential targets, but those targets aren’t always going to be vulnerable. 

Some might not even be RDP servers (however, Masscan can be config-

ured to pull banner data to ensure that the IAB is targeting only actual 

RDP servers). As the tutorial in Figure 10-3 mentioned, a number of 

brute-force password cracking tools can be used to try to gain access. 

There are also a number of specialized RDP tools, such as Sticky Keys 

Slayer,22 that increase the chances of successful infiltration. 

Figure 10-5: Sample Masscan scan of a Class C netblock for sys-
tems with 3389 open
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A lot of tools have been developed for offensive security purposes to 

assist with RDP scanning for red teams, and these tools have been 

adopted by IABs23 and ransomware affiliates. Tools such as:

 � Masscan

 � Sticky Keys Slayer

 � STORM

 � Black Bullet

 � Private Keeper

 � Sentry MBA

Not only are they using these tools, but they have put together tuto-

rials and post videos to YouTube teaching other IABs and ransomware 

affiliates how to use them. 

This is why protecting RDP installations is so important. There are 

ransomware groups looking for any exposed system that might grant 

them remote access to an organization. But RDP is the easiest and 

the one with the most documentation for how to gain access, so it 

presents an attractive option for both IABs just getting started and 

seasoned veterans. 

Protecting Remote Access
Like it or not, remote work is here to stay.24 Employees like the 

freedom and flexibility that working remotely affords them, and 

while many miss the office, most employees appear to want a hybrid 

solution: being able to work in the office some days and remotely on 

others. Given that reality, organizations need to decide how they’re 

going to provide remote access in a way that’s convenient and secure. 

The question organizations have to ask themselves is: “Is RDP the 

best solution?” Whether the question is for remote work or remote 

administration, the answer is almost always no. RDP is challenging 

to set up securely, difficult to manage, and—as discussed—an easy 
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target for cybercriminals looking to gain access. Organizations, large 

and small, should be looking to migrate to another solution sooner 

rather than later (see “Alternatives to RDP”). Yes, a more secure 

access solution entails an additional cost, but setting it up still costs 

less than paying a ransom. 

Securing RDP
Sometimes other solutions simply aren’t an option. An organization 

may legitimately not have the budget for another solution, they may 

not have the technical ability to manage it, there may be technical 

debt that needs to be dealt with first, or they may have vendors that 

require RDP. For a myriad of reasons, some organizations may not be 

able to migrate. If that’s the case, everything possible must be done 

to secure RDP installations. It’s never going to be completely secure 

(no system directly connected to the Internet ever is), but the goal is 

to make it more secure than everyone else’s installation. 

The first step is to understand how many of your organization’s RDP 

servers are exposed to the Internet. This is the step that, unfortu-

nately, many organizations forget to take. It’s not enough to trust 

your asset inventory: That tends to get outdated very quickly. Instead, 

an organization has to conduct active scans, both internally and 

externally, to collect an accurate inventory of Internet-facing RDP 

tools. If nothing else, use the same tools the IABs are using to get 

the same view they do. These scans need to be run at different times 

across several days and re-run periodically (ideally continuously, 

but that’s not always possible) to find newly exposed RDP servers. 

This process often turns up an employee who enabled RDP so they 

could connect to a workstation from home, or a vendor using RDP for 

remote administration that no one knew about. 
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When the scans have been completed, the IT and security teams have 

to decide which systems actually need RDP and then disable remote 

access to those that don’t really need it. The compliance team (which 

is often the same group) also needs to reach out to vendors whose 

systems have RDP enabled for administration to fully document what, 

if any, security precautions are enabled. 

For those systems that do require RDP access and need to be reach-

able from the Internet, consider the following steps:

 � Ensure that all RDP-centric logging is enabled, and label 
events from these servers high priority in the SIEM

 � In line with that, automatically block IP addresses that have 
multiple failed login attempts—block them at the firewall, 
not just the RDP server

 � Limit remote access to accounts who need it, and regularly 
review these accounts 

 � Require multifactor authentication for all RDP servers

 � Depending on the geographic diversity of the employees 
who need remote access, limit the geographic range of 
IP addresses that can connect to the RDP servers. Again, 
do this at the firewall and don’t assume that blocking all 
IP addresses from Russia, or CIS countries, is enough. 
IABs from Russia and CIS countries do not attempt to 
login from Russian IP addresses. Also, consider blocking 
access from know VPN IP address space, as ransomware 
groups and IABs often use VPNs and proxies during the 
scanning process. 
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Some security professionals recommend chang-
ing the RDP from 3389 to a non-standard port 
in an effort to disguise the use of RDP. There’s 
nothing wrong with doing that, but making that 
change without also implementing some of the 
other changes outlined in this section doesn’t 
provide any additional security. IABs are aware of 
this trick, and the experienced IABs scan for RDP 
on all ports. They’re more interested in the banner 
response than which port is open.

Alternatives to RDP
When possible, organizations should move from RDP to a VPN for 

remote access. Many VPNs allow organizations to easily implement 

a lot of the security features listed in the previous section easily, or 

come configured to have those features enabled by default. 

One of the biggest advantages of a VPN is it significantly reduces the 

external footprint of the organization. Rather than having to worry 

about maintaining and updating multiple systems, the VPN is a single 

system and has many built-in security features. 

There are some downsides to using a VPN. Specific to ransomware, 

since the start of 2020, many ransomware affiliates have been 

exploiting known vulnerabilities in VPN systems. This will be dis-

cussed in detail in CHAPTER 11, but organizations using VPNs must 

prioritize patching vulnerabilities in the VPN, especially those related 

to remote code execution (RCE). 

In addition, unlike RDP, organizations tend to give VPN access to 

more employees. This increases the chances of a successful creden-

tial reuse attack on top of the standard credential stuffing attacks. 

This threat can be mitigated by requiring multifactor authentication 

on the VPN.
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Along with regular patching and multifactor authentication, organi-

zations can improve the security of their VPN by taking the following 

precautions:

 � Regular account audits to remove accounts from 
employees no longer with the company

 � Enabling logging and monitoring for things such as multiple 
failed authentication attempts and login attempts from 
strange locations (remember, a “strange location” may be 
an attempted login from a data center or AWS server)

 � Automatic lockouts for accounts with multiple failed 
authentications—ensure that employees know the process 
to get their accounts reinstated, so that the lockout causes 
minimal business disruption. 

 � As with RDP access, restrict the IP address ranges that can 
connect to the VPN

Although VPNs are an improvement over RDP, they’re not immune 

from use in a ransomware attack. Some IABs scan for certain VPNs for 

credential reuse attacks or exploitation attempts. Take the necessary 

precautions to keep the VPN and remote employees secured. 
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IN thIS Chapter:
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 � How Exploitation Ransomware Attacks Differ from Phishing  
and RDP Attacks

 � Ransomware and Zero-Day Exploits

 � Practical Patching Advice

CHAPTER 11

Exploitation

Exploitation as an initial entry attack vector is becoming more 
popular among ransomware threat actors. While it’s impossible 

to know the full picture, as recently as 2019 exploitation accounted 

for initial entry in only 5% of ransomware attacks.1 Most cyberat-

tackers find it easier to use social engineering—for instance, to send 

a phishing email message to an employee of a targeted organiza-

tion—or break user passwords than to look for software flaws that 

permit entry. Using a software flaw to gain entry to a network is 

called exploitation. 2020 and 2021 have seen dramatic changes, with 

exploitation accounting for initial entry in almost 20% of ransom-

ware attacks in the first quarter of 2021.2 As with all ransomware 

statistics, it’s impossible to know the full picture, but general trends 

show that exploitation is becoming more popular as an initial entry 

attack vector. 
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This makes sense. Ransomware groups and their affiliates have got-

ten increasingly sophisticated and more comfortable with developing 

and using exploits. This was perfectly illustrated by the timeline for 

the ZeroLogon vulnerability (CVE-2020-1472) shown in FIGURE 
11-1. Microsoft announced the vulnerability on Aug. 11, 2020 (T1). 

ZeroLogon is an elevation of privilege vulnerability in the NetLogon 

process that could give an attacker access to an organization’s Active 

Directory Domain Controller. Active Directory plays an important role 

in manual ransomware attacks, so an exploit that allowed ransom-

ware groups access to Active Directory was inevitably going to be 

adopted by ransomware groups. The ZeroLogon exploit is used during 

the reconnaissance phase of the ransomware attack, but these same 

trends apply to initial access exploits used by ransomware groups and 

their Initial Access Brokers (IABs).

03
Aug 2020

10 17 24 31 07
Sep 2020

14 21 28 05
Oct 2020

12 19 26

ZeroLogon from Vulnerability to Ransomware

T1

T2

T3

AUGUST 11, 2020 TO OCTOBER 20,2020

Exploit PoC Code 
Released on GitHub

Microsoft included fixes for 
the ZeroLogon vulnerability 
in the August 2020 Microsoft 
Patch Tuesday, published on 
Aug 11; however, many 
systems administrators did 
not know how bad the bug 
really was until this week, on 
Monday, when security 
researchers from Secura 
published a technical report 
explaining CVE-2020-1472 at 
the technical level. 

ZeroLogon patching 
window is slowly 
closing as Microsoft 
warns of attacks in 
the wild.

CISA warns of hackers 
exploiting ZeroLogon 
vulnerability 

[Ryuk ransomware group using 
ZeroLogon vulnerability to 
accomplish their objective faster].

The Ryuk gang is 
known to have used 
an exploit for the 
ZeroLogon flaw in 
other recent attacks. 

Figure 11-1: Timeline from announcement of the ZeroLogon vulner-
ability to the use by a ransomware actor (Image courtesy of Recorded 
Future)
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By Sept. 16 a proof of concept (PoC) exploit had been released (T2). 

The first reports of a ransomware actor using the exploit against the 

vulnerability came on Oct. 20  (T3)—just over two months from the 

announcement of the vulnerability (and likely a lot sooner, because 

there’s usually a delay between a tool’s use in an attack and the 

first report of its use). This pattern has repeated itself over and over 

again in 2020 and 2021. A new vulnerability is discovered, sample 

exploit code is released, and ransomware groups pick up on it almost 

immediately. One example of this is CVE-2021-22005, a remote code 

execution (RCE) vulnerability in VMware vCenter. The vulnerability 

was reported on Sept. 21, 2021. By Sept. 22, threat actors were already 

scanning for vulnerable systems3 and by Sept. 28 there was a working 

exploit that the ransomware group, along with other threat actors, 

were using to gain access to vulnerable systems.4

Common Vulnerabilities Exploited 
by Ransomware
There are really two types of vulnerabilities used by ransom-

ware groups:

 � Initial access

 � Reconnaissance and privilege escalation

As discussed in CHAPTER 8, initial access vulnerabilities are pri-

marily used by IABs, rather than the ransomware groups themselves. 

Most IABs get their start scanning for and finding access to Internet-

facing Remote Desktop Protocol (RDP) servers. But that’s an increas-

ingly crowded field with a low barrier to entry, so the more skilled 

IABs have moved on from RDP to other targets to attempt credential 

reuse or credential stuffing attacks. Still, other IABs focus primarily 

on the exploitation of well-known vulnerabilities. 



EXPLOITATION 182

Initial Access Vulnerabilities
While the diversity of targets and methods of vulnerability exploita-

tion have changed over time, vulnerability exploitation is not new to 

ransomware. In 2016 SamSam relied heavily on exploiting JBoss vul-

nerabilities to gain access to its victims. Specifically, SamSam used an 

offensive security tool called JexBoss5 to carry out exploitation,6 just 

as many IABs use Metasploit today to carry out their exploitations. 

Interestingly, SamSam eventually moved from exploiting vulnerable 

JBoss servers to scanning for and launching credential stuffing/reuse 

attacks against RDP servers likely because, with little competition at 

that time, it was easier.

CHAPTER 10 discussed the expanded attack surface created by orga-

nizations having more employees working from home during the 

COVID-19 pandemic. That doesn’t just mean more Internet-facing 

RDP and other remote access systems that could be hit with credential 

stuffing/reuse attacks, it also means more remote access systems that 

are vulnerable to exploitation. 

High-Speed Attacks
In 2020 and 2021 alone, IABs working primarily for ransomware 

actors actively exploited vulnerabilities7 in the following systems for 

initial access to victim organizations:

 � Citrix

 � Microsoft Exchange

 � Pulse Secure VPN

 � Fortinet VPN 

 � SonicWall Mobile Gateway

 � F5

 � Palo Alto
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Again, all of these attacks were based on well-known vulnerabilities 

that had exploit code released and usually a module in Metasploit. 

IABs conduct scans looking for these vulnerable systems, just as they 

do for potential RDP targets.

Figure 11-2 lists many of the initial access vulnerabilities that have 

been exploited by IABs for ransomware groups in 2020 and 2021. Note 

that there’s a lot of interest in Pulse Secure VPN vulnerabilities; once 

attackers get comfortable using repeated exploits against a vulnerable 

system, they tend to seek out new vulnerabilities for that system. 

CVE-2021-22893
CVE-2020-8260
CVE-2020-8243
CVE-2019-11539
CVE-2019-11510

Pulse
Secure VPN

CVE-2021-22941
CVE-2020-8196
CVE-2020-8195
CVE-2019-19781
CVE-2019-11634

Citrix

CVE-2021-34523
CVE-2021-34173
CVE-2021-31207
CVE-2021-26355

Microsoft
Exchange

CVE-2021-40444
CVE-2017-11382
CVE-2017-0199

Microsoft
Office

CVE-2021-36942
CVE-2021-31166
CVE-2020-1472
CVE-2019-0708

Microsoft
Windows

CVE-2020-12812
CVE-2019-5591
CVE-2018-13379

Fortinet

CVE-2021-20016
CVE-2020-5135
CVE-2019-7481

SonicWall

CVE-2021-22986
CVE-2020-5902

F5

CVE-2020-2021
CVE-2019-1579

Palo Alto

CVE-2021-28799
CVE-2020-36198

QNAP

CVE-2020-12271

Sophos

CVE-2019-0604

Sharepoint

CVE-2021-21985

vCenter

CVE-2021-27104
CVE-2021-27103
CVE-2021-27102
CVE-2021-27101

Accellion

CVE-2021-20655

FileZen

CVE-2021-34730

Cisco

CVE-2021-42013
CVE-2021-41773

Apache

CVE-2021-38647

Microsoft
Azure

CVE-2021-40539

Zoho

CVE-2021-26085
CVE-2021-26084

Atlassian

Figure 11-2: A list of vulnerabilities used by ransomware groups to 
gain initial access, separated by technology
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Because many IABs have targeted Pulse Secure VPN’s vulnerabilities 

and the exploits work reliably, the IABs are quick to jump on PoC 

exploit code for a new vulnerability when it’s released. 

A similar situation played out with Microsoft Exchange vulnera-

bilities as an initial access vector. CVE-2021-26855 (also known as 

ProxyLogon) was first published by Microsoft on March 2, 2021.8 

When the vulnerability was first reported, it was already being 

exploited by state-sponsored groups, but several ransomware groups, 

many believed to be originating from China, also took an interest. 

Within 10 days they were exploiting the vulnerability to deliver their 

ransomware, shown in Figure 11-3. In May 2021 Microsoft patched 

three additional vulnerabilities in Microsoft Exchange that could 

be exploited together, a style of attack known as exploit chaining. 

The combination of the three vulnerabilities were referred to as 

ProxyShell. By August, ransomware groups everywhere were exploit-

ing these vulnerabilities.9

Why Don’t Organizations Install Patches to Fix 
Vulnerabilities?
As Figure 11-2 demonstrates, ransomware groups and their IABs 

look at a diverse set of edge devices for initial exploitation. There are 

very few Internet-facing technologies for which absolutely no RCE 

vulnerability has been published. Organizations that aren’t quick to 

patch their systems will likely be victims of ransomware attacks. 

Jan. 5, 2021
DEVCORE Submits
PoC to Microsoft

Jan. 6, 2021
State-sponsored actors 

using vulnerability

March 2, 2021
Microsoft issues 

out-of-cycle patch

March 15, 2021
DearCry ransomware 

seen using exploit

Figure 11-3: A timeline of the CVE-2021-26855 vulnerability from 
initial report to ransomware
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Part of the problem is that ransomware actors move faster than orga-

nizations can patch. It’s easy to advise (as the end of this chapter 

does) rapid patches for vulnerable systems. But there are a lot of 

challenges associated with vulnerability management that can make 

it difficult to patch in a timely manner.

Most organizations don’t have a dedicated vulnerability management 

person, much less a team. Vulnerability management is often an 

ancillary duty, and is split among multiple teams. The endpoint team 

is responsible for patching endpoints, the server team is responsi-

ble for patching servers, and the networking team is responsible 

for patching networks. Even in organizations with a vulnerability 

management team, that team is only responsible for letting other 

teams know about what needs to be patched. So the vulnerability 

management team can warn repeatedly about threats, but ultimately 

they have to rely on other teams to find the time to patch. 

The patching cycle that many organizations have is also much slower 

than the weaponization cycle of many ransomware groups. It’s not 

uncommon for organizations to prioritize patching based on critical-

ity, with SLAs applied to each level. For example, P1  vulnerabilities 

are scored on the Common Vulnerability Scoring System (CVSS) as 

Critical or High, and the SLA for patching those systems may be a 

month. P2 (Medium) and P3 (Low or None) will have SLAs for patching 

that are even longer. Unfortunately, the exploitation cycle for ran-

somware groups can be a lot faster than that. This gives ransomware 

groups an unfair advantage. They need to find exploits for only some 

vulnerabilities, while vulnerability management teams need to patch 

everything. 

On top of that, some technologies are difficult to update. Microsoft 

Exchange is notoriously finicky to update,10 with patches often caus-

ing more problems.11 VPNs can also be challenging to update, espe-

cially with a geographically diverse workforce. These Internet-facing 
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systems are critical to increasingly remote workforces, so the hours 

lost during a test and update cycle can cost organizations a lot 

of money.12

Despite these challenges, patching is increasingly important, espe-

cially as ransomware groups progressively rely on exploitation for 

initial access. As discussed earlier, exploitation of well-known vul-

nerabilities doesn’t cost ransomware groups and their IABs anything 

except time. This low cost of entry leads more threat actors to show 

interest in scanning for and exploiting known vulnerabilities, creating 

a constantly growing threat to organizations. 

Vulnerabilities Inside the Network
Initial access vulnerabilities target a diverse group of vendors and 

technologies, but once inside the network, ransomware actors are 

often interested in just one vendor: Microsoft. Whether it’s an eleva-

tion of privilege or RCE vulnerability, the targets are (almost) always 

Microsoft. 

That is a bit of an exaggeration, because ransomware groups are 

increasingly interested in VMware ESXi and Linux, but most ran-

somware attacks by far are still targeting Windows systems on 

Active Directory networks and, unfortunately, these challenges are 

getting worse. 

The ZeroLogon vulnerability was discussed in the opening of this 

chapter, but it’s not the only recent Microsoft vulnerability widely 

exploited by ransomware groups. CVE-2021-34527, also known as 

PrintNightmare,13 has been widely exploited by ransomware groups.14 

Part of the reason that PrintNightmare has been so attractive to ran-

somware groups is that many organizations use their Active Directory 

controller as a print spooler, so exploiting this vulnerability gives 

the ransomware attacker access to Active Directory and thus the 

entire network. PrintNightmare was announced in July and was being 

actively exploited by ransomware groups by the end of the month. 
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CVE-2021-36942 is another example of a Microsoft vulnerability used 

by ransomware groups. CVE-2021-36942, also known as PetitPotam, 

is a Windows Local Security Authority (LSA) spoofing vulnerability.15 

The method of attack was released in a whitepaper at the end of June 

2021,16 Microsoft published the vulnerability on Aug. 10, and by Aug. 

23 ransomware groups were exploiting it,17 once again to gain access 

to Active Directory servers. 

Ransomware groups don’t always need to use exploitation once 

they’ve gained initial access. There are plenty of other tools, dis-

cussed in the next part of the book, that are available to ransomware 

affiliates that allow them access to the privileges and systems they 

need to exfiltrate files and deploy ransomware. This means that even 

a fully patched network can be vulnerable to a ransomware attack 

once the attacker has gained initial access. This is why it’s so import-

ant to stop ransomware attackers at the edge, rather than trying to 

catch and stop them once they’ve gained access.

Linux
While exploiting Microsoft Windows vulnerabilities is the primary 

focus of ransomware groups once they’re inside the network, there’s 

increasing interest in accessing Linux and VMware ESXi systems, as 

well. It isn’t known at this point what percentage of ransomware 

attacks involve these systems, only that it’s growing. This was dis-

cussed a bit in CHAPTer 4. 

Linux exploitation inside a network by ransomware groups tends to 

be opportunistic. As ransomware actors are conducting reconnais-

sance, they look for Linux systems with well-known vulnerabilities, 

such as CVE-2017-100025318 (a privilege escalation vulnerability in 

the way Linux loads ELF executables). Generally, exploits for these 

vulnerabilities are readily available in the tools the ransomware actors 

use, such as Metasploit. Ransomware groups aren’t rushing to get 

exploits prepared for new Linux vulnerabilities as they would for new 

Windows vulnerabilities. Rightly or wrongly so, ransomware actors 

don’t always feel there’s value in encrypting Linux systems. 
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This preference for operating systems is reflected even in IAB ads 

on hacking forums. Initial access to Linux servers is generally worth 

less to the ransomware community. The ad in Figure 11-4 from the 

Russian cybercriminal XSS forum is a typical example. While initial 

access to Windows systems normally goes for several thousand dol-

lars, this threat actor is having trouble selling access to two Linux 

servers for $500 (it doesn’t appear anyone ever took them up on the 

offer). Strategically, Linux servers can be very important to a ransom-

ware operation, and many ransomware groups have Linux variants of 

their ransomware, but the operating system is still not a high priority. 

VMware ESXi
VMware ESXi is a different story. Not only have ransomware groups 

seen value in penetrating it, they’re actively looking to exploit and 

gain access to ESXi servers. It makes sense: Why encrypt files on one 

system at a time, when you can encrypt dozens of operating systems 

simultaneously with one command?

Figure 11-4: An ad on the Russian cybercriminal XSS forum selling initial 
access to Linux servers
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Just because ransomware groups aren’t priori-
tizing attackings on Linux systems doesn’t mean 
that no one is. Many cybercriminals are very 
focused on Linux vulnerabilities, especially groups 
focused on cryptocurrency mining. 

There are also some Linux targets, such as cloud 
or hosting providers, that are very attractive to 
ransomware groups. The point of this section is 
not to downplay the importance of Linux security, 
but instead lay out the landscape of attacks today, 
knowing that it could change in the future.

At least two ESXi vulnerabilities are widely exploited currently by ran-

somware groups, CVE-2019-5544 and CVE-2020-399219 and there will 

undoubtedly be more in the future. On top of that, many ransomware 

groups maintain an ESXi-specific variant. Ransomware groups or 

IABs have exploited the VMware vCenter vulnerability, CVE-2021-

21985, shown back in Figure 11-2, for initial access in order to gain 

access to ESXi servers. 

Figure 11-5: Access to ESXi and other virtual machines being sold 
on the ISS hacking forum
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Unlike access to Linux systems being sold on underground forums, 

there is a consistent demand and higher valuation placed on ESXi 

access. Dozens of ads are posted to ISS and other underground 

forums, shown in Figure 11-5, looking to buy or sell ESXi access. 

As organizations continue to push more services to cloud infrastruc-

ture, both inside and outside their organization, ransomware actors’ 

interest in ESXi as a target will continue to grow. 

Exploitation vs. Phishing and RDP 
Attacks
Today, depending on who’s doing the reporting, either phishing or 

credential stuffing/reuse attacks against RDP are the most com-

mon way for ransomware actors to gain initial access. These attack 

methods aren’t going away any time soon. In fact, phishing attacks 

increased during the COVID-19 pandemic20 and show no signs of 

slowing down.21

However, with many organizations going back to work in offices, the 

number of Internet-facing RDP servers has decreased (as was noted 

in CHAPTER 9). And that number will likely continue to decrease, 

especially as more organizations become aware of the risk associated 

with having these servers so easily accessible. 

There will still be a place for credential stuffing/reuse attacks. There 

are plenty of other Internet-facing systems that IABs or ransomware 

actors can target with these attacks, but you should expect to see the 

continued growth of exploitation as a means of initial entry. The IAB 

market is more professionalized than it was just a couple of years ago. 

Plus, just as ransomware groups have more money than ever before, 

IABs have enjoyed a steady stream of income for the past couple of 

years. This has allowed them to invest heavily in improving their 

ability to exploit vulnerable systems. 
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As of mid-July 2021, 33 zero-day vulnerabilities were known to have 

been exploited in the wild. That’s more than the 25 in all of 2020.22 

Zero-day vulnerabilities used to be the domain of state-sponsored 

actors, but that’s no longer the case. 

Exploitation and Managed Service 
Providers
Ransomware groups are increasingly interested in managed service 

providers (MSPs) as a method of delivering ransomware.23 This is nat-

ural because MSPs have access to a lot of client data and often have 

direct access into client networks. Most ransomware attacks involving 

What Happens When a Virtual 
Machine Shuts Down?
Ransomware groups often attack ESXi servers 
by first gaining access using either an exploit or stolen creden-
tials. Next, they shut down the virtual machines on that ESXi 
server, because they can’t install the ransomware while the virtual 
machines are still running. After that they install the ransomware, 
so that all of the virtual machines are encrypted and can’t be 
brought back up. 

What happens when a virtual machine shuts down? Who gets 
the notification? Given the increased interest in ESXi servers by 
ransomware groups, Security Operation Centers (SOCs) should 
be getting notified when all of the virtual machines start shutting 
down on an ESXi server. The alert should be a high-priority one and 
the SOC must act on it immediately. If the notification of shutdown 
is sent to the SOC and they can stop the attack in progress, there’s 
a good chance they can prevent the ransomware attack from 
succeeding. 

T H E  1 0 1
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MSPs primarily involve encrypting client data in an effort to force the 

MSP to pay the ransom (or, as discussed in CHAPTer 2, contacting 

the clients of the MSP to get the clients to encourage the MSP to pay). 

But there’s both a history of and growing interest by ransomware 

actors in using the MSP to deliver the ransomware. This is what 

happened when TSM Consulting was used to deliver ransomware to 

22 towns and cities in 2019.24 Also, in 2019 MSPs used tools from 

Webroot and Kaseya to deliver ransomware.25 A Kaseya incident from 

2021 will be discussed in depth in the next section. 

MSPs rely heavily on remote monitoring and management (RMM) 

to manage their client networks. RMM tools are incredibly useful 

for managing networks. They allow the MSP to remotely install new 

patches, make configuration changes, and install new software to 

a lot of clients simultaneously. RMM tools are also very useful for 

troubleshooting and fixing problems. 

One of the reasons why MSPs are so attractive to ransomware groups 

is that RMM is also a convenient way for threat actors to push their 

ransomware to many victims across multiple organizations simul-

taneously. That’s one of the reasons that ransomware groups gained 

access to more than an estimated 100 MSPs in 2019 and even more in 

2020.26 MSPs will continue to be an attractive target to ransomware 

groups, especially when the MSP attack can be combined with a zero-

day exploit, as seen in the Kaseya ransomware attack that occurred 

in early July 2021. 

Ransomware and Zero-Day Exploits
On July 2, 2021, an incident responder from the incident response 

(IR) firm Huntress Labs posted on Reddit that they were tracking a 

“Critical Ransomware Incident in Progress.”27 As urgent as the phrase 

sounds, it was actually a bit of an understatement. The ransomware 

attack targeted MSPs that had Internet-facing instances of the Kaseya 
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Virtual System Administration (VSA) software running and used the 

VSA software to deliver the REvil ransomware to clients of the com-

promised MSPs.28 

The ransomware attack affected as many as 60 MSPs, up to 2,000 cus-

tomers, and potentially tens of thousands of computers.29 It was the 

largest ransomware attack since the WannaCry and NotPetya attacks 

in 2017. REvil, or one of its affiliates, were so successful because they 

managed to exploit a previously unknown vulnerability in the Kaseya 

VSA software—in other words, a zero-day. 

The vulnerability, now known as CVE-2021-30116,30 had actually been 

reported to Kaseya and the company was working on patching it. It 

just wasn’t fast enough. Whether REvil uncovered the vulnerability 

themselves or purchased it from an unethical researcher isn’t known 

at this time. Either way, the attack represents a concerning trend in 

the development of ransomware, and one that’s likely to get worse. 

The market for zero-days used to be wide open, but in recent 

years it has become largely the domain of state-sponsored groups. 

Cybercriminals, especially IABs and ransomware groups, are investing 

their money in finding and weaponizing vulnerabilities faster and 

with fewer errors. This allows them to move faster than the organi-

zations they’re attacking can defend against the attacks. Ransomware 

groups will continue to use exploits to gain initial access.

While ransomware groups have the resources to hire malware 

researchers or to buy zero-day exploits from vulnerability research-

ers, that equation is starting to change. Ransomware groups are 

making a lot of money: In 2020, REvil claimed to have made more 

than $100 million31 and overall ransomware groups made at least 

$590 million in the first half of 2021.32 This means that ransomware 

groups have the means to buy exploits for zero-day vulnerabilities, 

and they seem very interested in doing so. Although Kaseya is one 

of the first ransomware attacks to exploit a previously unknown 

zero-day, it’s not the first to exploit known vulnerabilities that had 

not been exploited previously. In April 2021 it was reported that 
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the HelloKitty ransomware was exploiting a known vulnerability in 

the SonicWall Secure Mobile Access (SMA) VPN appliances, CVE-

2019-7481.33 Although the vulnerability was known, it had not been 

exploited previously. 

As ransomware groups continue to grow more sophisticated, expect 

continued interest in zero-day exploits targeting software that will 

allow the ransomware group to target more victims. Anything that 

might provide them with a strategic advantage and allow them to 

recoup the cost will be of interest. 

Practical Patching Advice
Ransomware groups have hundreds of IABs scanning for vulnerabil-

ities and exploiting them to turn around and resell for ransomware 

deployment. These threat actors are just one of many cybercriminal 

types looking to exploit these devices. This doesn’t take into account 

state-sponsored groups doing the same thing, potentially at an even 

larger scale. 

How can organizations protect themselves? It seems that any little 

mistake could result in an Internet-facing system being compromised 

and attacked by ransomware. Even organizations that get every-

thing right could get hit with a zero-day exploit, and those can’t be 

defended against, right?

First, it’s important to effectively manage risk. Figure 11-2 shows 

30 well-known vulnerabilities across 13 technologies that ransom-

ware groups are actively exploiting, in contrast to the single zero-

day vulnerability exploited to date. Yes, ransomware groups may be 

looking to exploit zero-day vulnerabilities, but the bigger threat is 

absolutely from well-known vulnerabilities. Defending against those 

is going to protect you from the vast majority of ransomware attacks 

that rely on exploitation as the initial access vector. 
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Organizations need to do all the following to effectively protect them-

selves from exploitation by ransomware groups:

 � Asset management 

 � Responsive patching 

 � Monitoring high-risk devices

Asset Management
One of the problems facing many organizations is that they often 

don’t know what assets they have on their network and what 

Internet-facing systems they have. Lack of awareness of devices can 

let them go sometimes for years without being patched, increasing 

the risk to an organization every day. 

IT, vulnerability management, and security teams cannot rely on 

self-reporting to know what’s inside and outside their network. 

Instead, they have to use tools that automatically and continuously 

scan for new devices and report them. Many vulnerability manage-

ment companies offer external (and internal) scanning as part of their 

platforms. There are even free services that can be used for scanning 

networks. 

As with any other sources of intelligence, it’s not enough to get scan-

ning reports. New devices discovered during these scans have to be 

added to asset inventories and cataloged to understand who owns 

them, what purpose they serve, what software they’re running, and 

who’s responsible for maintaining them. This is especially true for 

Internet-accessible systems. The same kind of analysis should also 

be conducted for any cloud instances an organization has. 

Responsive Patching
Even large organizations that have dedicated vulnerability manage-

ment teams have trouble managing a patching program. The number 

of different systems and software running in an organization of any 
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size has grown geometrically, and along with that so has the num-

ber of vulnerabilities. Figure 11-6 shows the number of vulnera-

bilities through August of 2020 and 2021 published in the National 

Vulnerability Database. In 2020, the number of vulnerabilities during 

that time period was 12,369, of which 341 were labeled Critical. During 

the same time period in 2021, the number was 12,917, of which 288 

were labeled Critical.

That’s a lot for any organization to manage and explains why it 

often takes months to patch even critical vulnerabilities. Therefore, 

you should prioritize patching based on the impact to your partic-

ular organization, not the CVSS score. A vulnerability affecting an 

Internet-accessible system should be prioritized over other vulnera-

bilities, even if it has a lower score. Vulnerabilities that are confirmed 

to be in use by ransomware groups should be patched immediately. 

The next group to be patched includes vulnerabilities affecting inter-

nal systems that are often targeted by ransomware groups, such as 

Active Directory, Exchange (if not exposed to the Internet), and ESXi. 
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Figure 11-6: Comparing vulnerabilities from January to August 
2020 and 2021 (source: National Vulnerability Database)
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That doesn’t make them any less important; there’s simply a lit-

tle more time to get to these systems, especially if the perimeter is 

properly secured. 

A lot of great information is available from the Cybersecurity and 

Infrastructure Security Agency (CISA) and other sources about which 

technologies and vulnerabilities are being exploited by ransomware 

groups. Subscribing to those sources and using them to help prioritize 

patching will help keep an organization more secure. 

Monitoring High-Risk Devices
Despite your best efforts, it is possible to miss a patch or to patch 

a system after the ransomware group has exploited it. That’s why 

it’s so important to log as much information as possible from these 

high-risk devices and monitor them closely. Many exploits are noisy 

and leave a lot of traces in the logs. If the exploit doesn’t reveal itself 

on its own, the ransomware actors are often clumsy as they start to 

conduct reconnaissance and leave traces behind. 

The ransomware groups are counting on logs from the systems being 

unmonitored or Security Operation Centers (SOCs) not responding 

to alerts in a timely fashion. Unfortunately, that gamble usually 

proves to be correct. Every network-based system has different logs 

and different ways of hunting for a potential intrusion, so outlining 

exactly what to do here would be difficult. Organizations should work 

closely with their vendors to understand what should be logged and 

how the SOC can look for indicators of an intrusion in those sys-

tems. Vendors are more than willing to help organizations get this 

monitoring up and running, to ensure that their products are not the 

cause of a breach.

Of course, alerting and acting are two different things. It’s not enough 

just to send an alert about a potential intrusion. The SOC must have 

the ability to act quickly when these alerts happen, which may include 
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the ability to order the device shutdown temporarily, even if that 

may disrupt the business. This will be discussed more in CHAPTER 
13 and CHAPTer 14.

Exploitation for initial access by ransomware groups is a growing 

problem that all organizations need to worry about. While zero-day 

exploits may get the headlines, the bulk of ransomware attacks using 

exploitation as the initial attack vector will take advantage of well-

known vulnerabilities. By prioritizing patching of vulnerabilities in 

software and technology that ransomware actors actively target, 

organizations can better protect themselves from this one initial 

access vector.
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IN thIS Chapter:

 � Two Groups, Same Attack

 � Mapping IABs and Ransomware Actors to MITRE ATT&CK

 � Monitoring Credentials and Access for Sale

Despite what some would have you believe, being victimized 
by a ransomware attack is not an inevitability. If an organization 

can keep their systems fully patched, limit the ability of ransomware 

groups to conduct credential stuffing/reuse attacks, and prevent a 

phishing email from getting to an employee, the ransomware attack 

is over before it started. 

The phases of the attack outlined in the rest of this book—reconnais-

sance, exfiltration, and ransomware deployment—are progressively 

more difficult to detect and stop in a timely fashion. That doesn’t 

mean that it’s impossible to stop such attacks—organizations do it all 

the time—but it is harder and often involves significant investment 

in tools, training, and personnel to succeed. These investments, as 

many security teams and CISOs know all too well, can be hard to come 

by until after a ransomware attack occurs. 

The Handoff from IABs to 
Ransomware Affiliates

CHAPTer 12

201
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CHAPTER 8 discussed the importance of Initial Access Brokers (IABs) 

to the ransomware market. Other chapters have focused on how IABs 

conduct their scanning and gain access to exposed or vulnerable sys-

tems. This chapter focuses on the handoff between the IAB and the 

ransomware group. 

Two Groups, Same Attack
People tend to assume that the cybercriminals who gain initial access 

are the same group carrying out the attack. That is not normally the 

case with ransomware attacks. There are some exceptions to this, 

but for the most part it is safe to assume that a ransomware incident 

involves at least two different threat actors. 

Why does that make a difference? Two different actors means two 

different toolsets, so finding and removing one toolset doesn’t 

remove the second toolset. An organization may successfully stop a 

ransomware attack, but if the intrusion response (IR) team misses the 

IAB toolset, the same ransomware actor or a different one will likely 

be back in a couple of weeks to launch a new attack. 

How Does the Handoff Work? 
After an IAB successfully gains initial access to a system, they install 

a web shell that can be used to run commands, upload tools, and gain 

remote access to that system.1 That web shell gives the IAB enough 

access to the compromised system to begin moving around the net-

work and do some basic reconnaissance. The IAB investigates the 

compromised system and the organization it’s part of to determine 

things like:

 � Which organization they’ve accessed

 � Organizational revenue, via Google search

 � What level of access the IAB has (administrative access is 
always worth more)
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 � Where the organization is located (ransomware groups 
won’t buy access to organizations in Russia or one of the 
Commonwealth of Independent State countries)

Once the IAB has all the relevant information, they may put the 

network up for sale (or, if they’re working exclusively for one ran-

somware group, hand over the network). They may also try to expand 

access by installing implants on another machine, depending on how 

tenuous the initial access is.

One thing IABs generally don’t do is spend a lot of time in the victim’s 

network. Initial access is a volume business, and they want to get 

the networks up for sale or turned over to the ransomware gang as 

quickly as possible.

Web Shells
Web shells are small bits of code that attackers implant after success-

ful exploitation, for command-and-control purposes. Web shells are 

available in a number of programming languages, including PHP, JSP, 

ASP, Python, PowerShell, and many others. Collections of web shells 

exist in multiple repositories around the Internet. 

The growth of web shell use is a “canary in the coalmine” indicator of 

surging ransomware attacks. For instance, in 2021 Microsoft reported 

a big spike in the number of web shells installed between August 2020 

and January 2021.2 

Web shells are so concerning that in April 2021, the FBI announced 

that it had scanned United States IP space for Microsoft Exchange 

Servers that were previously compromised by a state actor, and 

removed any web shells that had been left behind.3 This highly 

unusual action showed how serious the threat’s becoming. 
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Part of the reason web shells are so dangerous is that they’re sur-

prisingly simple to operate, and they don’t set off alerts within most 

security tools since they’re the type of file expected to reside on 

the server. 

The FBI removing web shells may seem like a 
drastic step, but it was necessary. Many organiza-
tions don’t remove web shells dropped by attack-
ers during initial access because they miss them. 
Web shells do more than help a ransomware actor 
or IAB gain a foothold into an organization—they 
also serve as a failsafe for the ransomware actors 
if the attack fails, allowing them to regain access.

Figure 12-1 shows the web interface an attacker uses to control a 

typical PHP-based web shell, called wwwolf’s PHP web shell.4 The 

shell is a good example of the simplicity of these tools. The web shell 

is installed on a web server either through exploitation or by taking 

Figure 12-1: The control panel of wwwolf’s PHP web shell
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advantage of a server misconfiguration. Once the script has been 

uploaded, all the attacker has to do is visit the URL (e.g., example.

com/subdirectory/webshell.php), after which they can issue server com-

mands or upload files right from the web browser. 

The attacker’s commands blend in with the rest of the web traffic, 

making the activity hard to detect. This web shell also benefits from 

simplicity; a console needs to be installed locally, after which every-

thing is self-contained in a PHP script of fewer than 300 lines.  

Although some web shells are more complex, most are designed to 

be light and carry out a few specific commands. Web shells are not 

used just in remote exploitation ransomware attacks—JavaScript- and 

PowerShell-based web shells are commonly used as part of phishing 

attacks. These are generally designed to run in memory, perform a 

few basic functions, then call back to a command-and-control server.

Figure 12-2: A PowerShell-based simple web shell that calls back to 
a command-and-control host
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Figure 12-2 shows an example of a PowerShell web shell in its 

entirety. It’s very basic, in that the web shell when run executes a 

command shell to call back to the command-and-control host, in this 

case study[.]roots[.]ru (which has been disabled). This will give the 

ransomware actor the ability to execute whatever command they want 

with the same user privileges as the account used to execute the shell. 

This may limit the ability of the attacker to execute certain com-

mands, unless the application is running as administrator or root. 

Once again, this web shell is designed to blend into the system, 

using commands and traffic that look normal to avoid detection—

PowerShell is not inherently malicious. A lot of systems adminis-

trators use PowerShell, and this script likely executed in memory, 

meaning it’s even less likely to be detected.

Detecting Web Shells
There are thousands of web shells available for download by ran-

somware groups. One GitHub repository alone has dozens.5 Overall, 

GitHub has more than 2,600 web shell repositories.6 A search on the 

MalwareBazaar database (a public platform sponsored at the abuse.ch 

research project from the Institute for Cybersecurity and Engineering 

ICE at the Bern University of Applied Sciences [BFH] in Switzerland) 

shows hundreds of different web shell samples used in attacks, as 

shown in Figure 12-3.7

The diversity in type and complexity of web shells can make detecting 

their presence a challenge. There’s no “one rule” that will allow an 

organization to detect all web shells and no one place to look for these 

web shells. Web shells can be found on any system that serves up web 

data, mail servers, and database servers. The web shells can also, of 

course, be placed on compromised systems inside the network. 

Therefore, a web shell detection strategy has to be diverse and com-

prehensive, a task often difficult to implement. This is a reason web 

shells often go undetected after exploitation, even after cleanup. It’s 
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also why it’s often better to completely wipe a compromised system 

and rebuild it from scratch (or, even better, replace it with new hard-

ware) than to try to restore the system to its previous functioning. 

Although difficult, it is possible to detect web shells. Detection 

requires a baseline understanding of expected traffic and files on the 

target system. One common way to detect web shells is to look for 

odd traffic in web server logs. 

Web shells often reside in strange locations on the web server or 

another server, and will usually not match the naming convention 

of the server’s other files. If the rest of the web logs have expected 

file names such as contact.html, about.html, and product.html, but also 

includes djrtyry.php, that should raise suspicion.

Figure 12-3: A partial list of web shells available in the Malware 
Bazaar repository
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One challenge in restoring a server used as the ini-
tial ransomware attack vector is the Initial Access 
Broker, or IAB. If an IAB gains access by exploiting 
a vulnerability on an external-facing server, they 
may hold that access for a few hours, days, or 
even weeks before selling it. When the ransomware 
actor takes over, they’ll use their tools to conduct 
reconnaissance and deploy the ransomware. 

During the incident response process, if the team 
restores the server back to before the ransomware 
actor accessed the network, they run the risk of 
restoring it with the web shell intact, likely resulting 
in a second infection.

To determine the legitimacy of a web log, compare the list of files on 

the server to a known good image. And don’t just compare file names, 

but directory paths, as well. If contact.php is supposed to be in the root 

directory but is instead being accessed three subdirectories lower than 

expected, that should set off alarm bells in your head. 

Another way to detect the presence of a web shell is to look at file 

timestamps. If every legitimate file in a directory is timestamped with 

the server installation date, but one file has a timestamp of three 

weeks ago, it’s likely a web shell. At the very least it’s suspicious. 

(Note that it is possible for ransomware groups or IABs to adjust the 

timestamp of the web shell to match the other files in the directory, 

but that’s extremely rare.)

Advanced endpoint detection solutions, which are called endpoint 

detection and response (EDR/XDR), can also detect the presence of 

web shells based on signature detection and the types of system calls 

they make. While many organizations are hesitant to run EDR on 

busy web servers, using an EDR to look for web shells on other types 

of servers or endpoints can be very effective. 
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And to re-emphasize—you should prioritize patching external-fac-

ing systems. The best way to stop a web shell is keep it from being 

installed. Ransomware groups are exploiting new vulnerabilities with 

increasing speed, and organizations must be faster than the attackers.

MITRE ATT&CK® 
The MITRE Adversarial Tactics, Techniques & Common Knowledge 

(ATT&CK)8 is a framework that defenders can use to map cyberat-

tacks. ATT&CK consists of tactics and techniques used by real-world 

cybercriminals during actual attacks. ATT&CK is a useful benchmark 

for understanding the different components of a cyberattack and 

discovering process holes that require mitigation. 

The ATT&CK framework consists of 14 tactics:

1. Reconnaissance 

2. Resource Development 

3. Initial Access 

4. Execution 

5. Persistence 

6. Privilege Escalation 

7. Defense Evasion 

8. Credential Access 

9. Discovery 

10. Lateral Movement 

11. Collection 

12. Command and Control 

13. Exfiltration 

14. Impact
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Each tactic is associated with a series of techniques. Some of these 

techniques also have sub-techniques. These combine to build out a 

matrix that maps an attack, creating a Rosetta Stone of sorts that 

allows different organizations to communicate information about an 

attack in a format that other organizations can easily understand. 

For example, when explaining initial access vectors for ransom-

ware attacks, a matrix for ransomware would look something like 

Figure 12-4. 

The ATT&CK framework is typically used to map the events of a sin-

gle attack. Using a framework such as ATT&CK allows organizations 

not only to share information with other organizations, but also to 

characterize a cyberattack internally and ensure the organization is 

effectively monitoring every part of the attack chain. 

Initial Access (TA001)

Technique ID Description

Valid Accounts T1078

IABs use credential-
stuffing attacks 
to gain access to 
Internet-facing RDP 
servers.

Phishing: 
Spearphishing 
Attachment

T1566.001

IABs often gain 
initial access with 
phishing campaigns 
that contain 
Microsoft Office 
attachments.

Exploit Public-
Facing Application T1190

IABs exploit public-
facing systems such 
as Pulse Secure 
VPN and Citrix. 

Figure 12-4: Mapping initial attack vectors for ransomware using 
the MITRE ATT&CK Framework
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ATT&CK also provides suggested mitigations for the attack tech-

niques. These mitigations can be added to the matrix to demon-

strate how the attack was stopped, or could be stopped in the future. 

Figure 12-5 shows the same attack tactics and techniques mapped 

to appropriate mitigations. 

Initial Access (TA001)

Technique ID Description Mitigation ID

Valid 
Accounts T1078

IABs use 
credential-
stuffing attacks 
to gain access 
to Internet-
facing RDP 
servers.

Privileged 
Account 
Management

M1026

Phishing: 
Spearphishing 
Attachment

T1566.001

IABs often gain 
initial access 
with phishing 
campaigns 
that contain 
Microsoft 
Office 
Attachments.

User Training M1017

Exploit 
Public-Facing 
Application

T1190

IABs exploit 
public- facing 
systems 
such as Pulse 
Secure VPN 
and Citrix. 

Update 
Software M1051

Figure 12-5: Mapping initial attack vectors for ransomware using the 
MITRE ATT&CK Framework
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There are often multiple mitigations for different attack techniques. 

For the Valid Accounts technique, in addition to the Privileged Account 

Management mitigation, organizations can opt to mitigate with:

 � Application Developer Guidance (M1013) 

 � Password Policies (M1027)

Organizations can also use some combination of the three mitiga-

tions. The advantage of ATT&CK, aside from being based on real-

world cyberattacks, is that it provides a comprehensive framework 

for documenting ransomware and other types of attacks and the steps 

needed to mitigate the attacks. 

Mapping IABs and Ransomware Actors to MITRE 
ATT&CK
When a ransomware attack is spearheaded by an IAB exploit, ATT&CK 

provides a good framework for showing how IABs and ransomware 

groups divide up the different parts of a ransomware attack. This is 

particularly important when recovering from a ransomware attack, as 

it helps IR teams ensure that they’ve investigated the correct systems 

for artifacts from both the IAB and the ransomware actor. FIGURE 
12-6 lays out which threat actor is generally involved in which tactic. 

Why does any of this matter? What difference does it make which part 

of a ransomware attack was carried out by one group versus another 

group? Generally, IABs and ransomware groups use different toolsets 

(not always, but for most ransomware attacks). 

For example, referring back to the previous discussion, the IAB may 

leave behind one web shell and the ransomware group may leave a 

web shell of their own. By mapping out the different tactics and tech-

niques used in the attack, IR teams who find one web shell on a server 

where the IAB didn’t have access know to keep looking for a second 

web shell if this fits with the TTPs associated with the threat actor. 
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Mapping a full ransomware attack using the ATT&CK framework 

allows IR and security teams to better identify the different threat 

actors involved in the attack

There was a strange ransomware case in September 2021 where a 

ransomware victim had all of their encrypted files deleted9 while they 

were negotiating with the ransomware group. Using the ATT&CK 

Tactic IAB Ransomware

Reconnaissance 

Resource Development

Initial Access

Execution

Persistence

Privilege Escalation 

Defense Evasion 

Credential Access 

Discovery

Lateral Movement

Collection

Command and Control

Exfiltration

Impact

Figure 12-6: Using the ATT&CK Framework to distinguish between 
IAB and ransomware activity
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framework, IR teams could have determined whether it was the orig-

inal ransomware actor that deleted the files or another Conti affiliate 

who felt ripped off (an increasingly common occurrence10). 

The ATT&CK framework is a powerful tool for determining where in 

the attack chain each step falls, and what mitigations are needed to 

prevent the ransomware actor from being successful. 
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CHAPTer 13

Threat Hunting

The next few chapters get to the heart of the ransomware 
attack: The stage that starts when the ransomware actor takes 
the handoff from the Initial access Broker (IaB) and finishes 
when the ransomware is deployed. The initial access stage is var-

ied, with a diverse set of initial access vectors, and so is the “hands-

on-keyboard” stage of a ransomware attack, with even affiliates of 

the same ransomware groups using different sets of tools.

Part of the reason ransomware groups rely on a core set of tools for 

reconnaissance, exfiltration, and deployment is that the tools do 

their work quietly and often go undetected. The other reason is that 

ransomware groups learn from each other and share information, 

which they then pass on to other ransomware actors. 

CHAPTer 6 discussed the leak of the Conti ransomware group’s 

manual, as well as many of the tools its affiliates use. Affiliates are 

fluid, jumping from one Ransomware-as-a-Service (RaaS) offering 

to another,  and are often part of multiple RaaS offerings simulta-

neously.1 Some of these affiliates will even go on to start their own 

216
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RaaS offering. All the tactics, techniques, and procedures (TTPs) that 

affiliates pick up from one ransomware group they take with them 

when they move between ransomware groups.  

Every ransomware affiliate has a slightly different take on how to 

use the tools, and tends to favor one tool over another. But so many 

ransomware attacks have been well-documented by groups such as 

the DFIR Report2 that a rigorous threat hunting program should catch 

most, if not all, ransomware attacks. 

A Little Bit About Ransomware and 
Threat Hunting 
If a good threat hunting program can catch most ransomware attacks, 

why are so many ransomware attacks successful? Because threat 

hunting is surprisingly hard—and the challenges that come with it 

keep some organizations from doing it at all. 

There’s some confusion about what threat hunting 
is. Threat hunting involves proactively searching 
through logs, endpoints, NetFlow traffic, DNS 
data, and any other security source for malicious 
activity on the network that may not be detected 
by existing security tools. Threat hunting is the first 
step in a process—it has to be integrated into the 
regular security workflow.

Threat hunting is often the best chance to catch new ransomware 

groups during the reconnaissance, exfiltration, and deployment 

phases. This is the chance for defenders to take advantage of the 

“dwell time” discussed in CHAPTer 3 and CHAPTer 6. Keeping 

up with new threats from ransomware groups and acting on that new 

intelligence can give defenders an advantage, but it does take a lot 

of work to set up and maintain an effective threat hunting program. 
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Hunting Loop
Threat hunting is a continuous process, but organizations shouldn’t 

be looking for the same threats on every search. In fact, that’s typ-

ically an inefficient use of precious threat hunting time. Instead, as 

outlined in Figure 13-1, it should be a loop where:

 � New threats are publicly reported

 � A threat hunting mission is carried out with the new 
information

 � The information is refined and incorporated into existing 
security workflows

 � Feedback is provided to the original source

What type of intelligence can initiate a threat hunting mission for 

ransomware? It could be something as simple as a new confirmed 

set of IP addresses running ransomware command-and-control 

infrastructure. In that case, the hunting mission would involve going 

back through logs in the SIEM or collected from endpoints (which, 

hopefully, are also in the SIEM) to determine whether there was any 

communication from the organization to those IP addresses over 

recent weeks. 

Intelligence about a 
new threat is 

received

Threat hunt for the 
new threat

Provide Feedback to Original Source

Refine search, reduce 
false positives, 

incorporate into 
security workflow

Figure 13-1: The threat hunting loop
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Of course, a threat hunting mission could be more complicated. It 

might involve a new Yet Another Recursive/Ridiculous Acronym 

(YARA) or Sigma rule to detect a new type of malware, or a method of 

detecting malicious actor activity. These rules may require proactively 

scanning endpoints or servers using endpoint detection tools to look 

for matches, rather than simply looking through old logs. 

The point is that the type of new intelligence that can trigger a threat 

hunting mission can vary widely, but organizations need to be able 

to take advantage of all such intelligence to detect and stop new ran-

somware dangers. 

Before Threat Hunting
Although many organizations are afraid of the idea of threat hunting, 

others are over-eager and want to jump in headfirst. Many defenders 

see it as “cool” (in fairness, it kind of is) and want to engage in these 

missions to find bad guys that security tools are missing. 

But it’s not that simple. There are some important things an organi-

zation must do before they can start threat hunting effectively:

 � Good asset management: Organizations have to know 
where to hunt

 � Access to the necessary systems, such as Endpoint 
Detection and Response (EDR) and Security Information 
and Event Management (SIEM), to conduct an effective 
threat hunting mission

 � A threat hunting playbook that outlines processes for 
conducting the missions

 � Authority to act: If an indicator is found, the threat hunter 
must be able to act quickly and decisively to stop it 

How to set up a threat hunting program is outside the scope of this 

chapter, but since it’s an important part of ransomware detection and 

deterrence, it’s worth discussing at a general level. 
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Once again, there’s a difference between threat hunting for new 

threats versus standard monitoring for threats. Threat hunting is only 

for new ransomware attacks—or at least new to your organization—

and new techniques for detecting ransomware actors. Both standard 

monitoring and threat hunting are important, and organizations have 

to do both to be safe. 

The transition from threat hunting to standard monitoring happens 

via refining new intelligence and adding it to existing security con-

trols. CHAPTer 6 showed a script that ransomware actors use to dis-

able Windows Defender and prevent alerts. If that’s a new, emerging 

threat, the organization may want to see whether it has happened on 

their network and determine what it would look like, or whether they 

could detect it if it did.

Figure 13-2 shows a Sigma rule created by GitHub user frack113 to 

detect unexpected shutdowns of Windows Defender or its compo-

nents.3 There are several ways to use this Sigma rule in a threat hunt-

ing mission. This particular rule is looking for the use of PowerShell 

Figure 13-2: frack113’s Sigma rule for detecting unexpected shut-
downs of Windows Defender and its components
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to disable Windows Defender. If an organization is collecting 

PowerShell logs, the threat hunting team can run this rule against 

recent PowerShell logs to detect a match. 

If, like many organizations, your organization isn’t collecting 

PowerShell logs, an alternative defense is to test the script against 

EDR logs to see whether a similar PowerShell script was run. Most 

EDR tools collect PowerShell activity if configured to do so. 

After completing the threat hunting mission, the next step is to refine 

the rule. Maybe while running the Sigma rule against older logs, it 

generated an unacceptable number of false positives (what’s con-

sidered unacceptable will vary from organization to organization). 

Alternatively, the rule may have missed some suspicious activity that 

should’ve been flagged. Either way, an organization has to adjust the 

rule to be effective going forward. 

Once the rule has been refined, it can be added as a detection rule 

to the EDR platform to allow ongoing detection. Or it can be added 

as a detection rule in the SIEM, which correlates it against incoming 

PowerShell logs.

The nice thing about threat hunting is that it generally doesn’t require 

purchasing new security technologies. Instead, the intelligence can 

be incorporated into existing tools and used to improve the efficacy 

of those tools. 

This type of threat hunting also doesn’t require a full-time staff, 

something that most organizations can’t afford. The existing security 

team, on a rotating basis, can set aside a few hours each week to hunt. 

Even a security team of one can set aside time to do that.

A lot of great resources exist about new ransomware intelligence 

on sites. They range from Twitter to various vendor blogs, to noti-

fications from Information Sharing and Analysis Centers (ISACs) or 

government agencies, the most notable of which is the Cybersecurity 
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and Infrastructure Security Agency (CISA). Taking alerts from these 

sources and turning them into actionable threat hunting missions 

can improve the ongoing security of an organization. 

Turning PDFs into Threat Hunting Missions
The question of how to turn a PDF into an actionable threat hunting 

mission comes up repeatedly. After all, the knock on PDFs as “threat 

intelligence” is they’re generally not actionable. PDFs can’t be auto-

matically ingested into other security tools, so technical information 

has to be manually entered. 

The information contained in a PDF report can be turned into a threat 

hunting mission with a little bit of work. In March 2021 CISA issued 

an alert, CP-000142-MW, titled “Increase in PYSA Ransomware 

Targeting Education Institutions.”4 Using a couple of examples (but, 

by no means all), it’s possible to hunt for PYSA activity on a network. 

From the report:

The cyber actors use Advanced Port Scanner and Advanced IP 
Scanner to conduct network reconnaissance, and proceed to 
install open source tools, such as PowerShell Empire, Koadic, 
and Mimikatz. The cyber actors execute commands to deactivate 
antivirus capabilities on the victim network prior to deploying the 
ransomware.

There are five tools listed that an organization may not be monitoring 

for—they immediately become a hunting target:

1. Advanced Port Scanner

2. Advanced IP Scanner

3. PowerShell Empire

4. Koadic

5. Mimikatz
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An organization may already have detections in place for some of 

these tools, but not all. For this example, assume there’s no detec-

tion in place for Mimikatz. A quick search for “threat hunting for 

Mimikatz” sources a blog on the topic by Red Canary.5 

Red Canary is a reliable source for this type of information and a good 

place to start. Using its suggestions, the threat hunting team can 

scan endpoints for Mimikatz using an EDR solution, or by scanning 

through logs in the SIEM.

The PDF file also includes six hashes associated with the ransom-

ware attacks:

1. 07cb2a3fe86414b054e2b002f283935bb0cb993c

2. 52b2fc13ec0dbf8a0250c066cd3486b635a27827

3. 728CB56F98EDBADA697FE66FBF7D367215271F10

4. c74378a93806628b62276195f9657487310a96fd

5. 24c592ad9b21df380cb4f39a85d4375b6a8a6175

6. f2dda8720a5549d4666269b8ca9d629ea8b76bdf

These hashes should be immediately added to the EDR solution so it 

can start scanning for them on the endpoints. This might potentially 

catch a ransomware actor moving throughout the network or reveal 

artifacts of a failed attack. 

These are just two examples of the hunting missions that can origi-

nate from this report. While PDF reports are certainly more cumber-

some to work with, they contain valuable information for hunting 

missions. 
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Tools Used by Ransomware Actors
CHAPTer 6 discussed many of the tools used during the reconnais-

sance stage of the ransomware attack. This section will discuss ways 

to detect these tools. Aside from the ransomware itself, two types of 

tools are generally used during the reconnaissance stage:

 � Repurposed red team or administrative tools

 � Native Windows applications 

Many of the red team or administrative tools can be easily detected 

based on file hashes (the big exception being Cobalt Strike, which is 

discussed later in this chapter). Malicious use of Windows applica-

tions is often harder to detect, because the same tools are used by 

systems administrators and sometimes even legitimate applications. 

Living off the Land
CHAPTer 6 referred to the use of Windows-native tools by ran-

somware groups as “living off the land” (LotL). LotL activity can be 

particularly difficult to detect because, as mentioned in the previous 

section, systems administrators rely on many of the same tools. 

One example of this stealth tool use is the exploitation of the net 

command by both IAB and ransomware actors during the initial 

access and reconnaissance stages. The net command is also very 

popular with administrators, especially for scheduled tasks. One 

administrator found that the net time command was run for legitimate 

purposes 5.4 million times over a two-week period.6 Depending on 

the organization, just looking for instances of the net command could 

generate so many false positives that it would be impossible to detect 

threatening uses.
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Fortunately, Florian Roth and Markus Neis created a Sigma rule that 

looks for common reconnaissance commands run by ransomware 

actors in quick succession.7 The rule, shown in Figure 13-3, looks 

for common Windows commands run by ransomware and other mali-

cious groups during the reconnaissance stage:

 � tasklist

 � net time

 � systeminfo

 � whoami

 � nbtstat

 � net start

 � qprocess

Figure 13-3: A Sigma rule created by Florian Roth and Markus Neis to 
detect reconnaissance commands
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 � nslookup

 � hostname.exe

 � netstat -an

Most importantly, the script looks for several of these commands 

being run within a span of 15 seconds, an indication they’re being 

run from a script rather than a human carrying on an investigation of 

some sort. This makes the rule less likely to generate false positives. 

The beauty of Sigma rules like this is that they can be modified so that 

they don’t generate false positives. If you run the rule and find that 

it generates false positive alerts, you can adjust the commands or the 

time frame within which they have to be run. This kind of rule can be 

applied against Sysmon logs or logs collected from EDR systems. 

PsExec
Another common LotL tool used by ransomware groups is PsExec, 

which carries out common administrative tasks from the command 

line. PsExec isn’t included by default on Windows systems, but is 

used by so many organizations around the world that it can almost 

be considered Windows-native. 

Which, again, is one of the reasons it’s commonly targeted. Aside 

from being very powerful, PsExec is also rarely flagged by security 

tools because it has so many legitimate uses. Most organizations 

don’t install PsExec on every workstation, but only those used by 

administrators. This restriction helps defenders check for malicious 

uses of PsExec in the network. 

Figure 13-4 shows the license agreement that has to be accepted 

before PsExec runs for the first time. Accepting this license agree-

ment creates a new registry entry in Windows that looks something 

like this: 

Computer\HKEY_CURRENT_USER\SOFTWARE\Sysinternals\
PsExec\EulaAccepted
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Monitoring for this registry change could indicate a threat on the 

network, but there are a couple of caveats to this method of detection:

 � The ransomware actor could clean up registry entries. 
Proactive monitoring, however, should catch this activity. 

 � Some cybercriminal groups use custom versions of PsExec 
that don’t create this registry entry8 (although testing by 
the author on PsExec binaries used in several ransomware 
attacks did reveal the registry entry, suggesting that 
detecting for its creation is still a good thing to have). 9

Organizations that run Sysmon on the network can alert on Event ID 

13: RegistryEvent and specifically filter for that registry path, along 

with DWORD: EulaAccepted. Of course, collecting RegistryEvent 

events generates a lot of logs, so you probably won’t generate alerts 

every time a RegistryEvent event happens. Filtering on this specific 

RegistryEvent at a high alert in the SIEM will help make this alert 

actionable. 

Figure 13-4: License agreement that must be accepted the first time 
PsExec runs
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PowerShell Does Not Have To 
Be Installed Everywhere
A common mistake many organizations make 
is to leave PowerShell running on all workstations in the network. 
That’s unnecessary and increases an organization’s security risk. 
PowerShell is a powerful tool that can be used to manage con-
figuration tasks across the network, but it needs to be installed 
only on the machines launching the PowerShell script—not on the 
machines being managed.

Some administrators do write scripts that call PowerShell on 
each individual box. But if PowerShell doesn’t have to be on a 
system, why increase the security risk? Even if it means rewriting 
PowerShell scripts, the security tradeoffs make it worthwhile.  

There are three approaches many organizations take to limiting 
PowerShell usage.9 All of them can be accomplished using Group 
Policy Objects (GPOs): 

1. Removing PowerShell from all machines except those 
needing it 

2. Limiting PowerShell usage to administrators only 

3. Hardening PowerShell security settings and 
restrictions via GPOs

The problem with the first option is that the machines that need 
to run PowerShell may change frequently. The problem with the 
second option is that ransomware groups strive to gain administra-
tive access, allowing them to bypass the protection. 

This is one of those “why not both” situations. To provide the 
most protection, an organization should remove PowerShell from 
machines where it isn’t necessary and limit execution of PowerShell 
to administrators. The security team should work with the Windows 

T H E  1 0 1
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A second way of detecting PsExec use in the network is by monitoring 

for named pipes. Named pipes are created by communication between 

two or more machines on a network. All sides of the pipe share the 

same name. In the case of PsExec, that named pipe is called \\.\

pipe\psexesvc.

Even if the ransomware actor renames PsExec or uses one of the 

PsExec clones discussed earlier, the named pipe still uses the same 

name.10 Again, Sysmon can look for Event ID 17: PipeEvent (Pipe 

Created) or Event ID 18: PipeEvent (Pipe Connected). As with the pre-

vious PsExec discussion, to avoid being inundated with false positives, 

organizations can filter the alerts in their SIEM so that only named 

pipe events generated by PsExec create high alerts. 

PowerShell
PowerShell is native to Windows, but the scripts being used by ran-

somware groups are written by third parties. 

Disabling PowerShell won’t always deny access to a ransomware 

actor, so organizations need to monitor for malicious PowerShell 

scripts on the network. The best way to do that is to enable 

PowerShell logging in GPOs. 

team to remove PowerShell in a way that doesn’t disrupt work-
flow and to create a painless way to enable PowerShell on new 
machines as needs change. 

No. 3 should be done in all cases, no matter which approach of the 
first two that you take. Look at your current settings and see if they 
specifically address the ransomware concerns raised in this book—
if they don’t, take immediate action to correct the situation.
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A word of warning: PowerShell logging can be noisy. For example, 

running the Invoke-Mimikatz script generates more than 2,200 

events.11 Again, filtering at the SIEM can make these event logs more 

manageable and trigger alerts only for PowerShell scripts that are 

indicative of ransomware. 

One big advantage of Microsoft’s PowerShell logging capability is that 

it can log “script blocks,”12 which are chunks of the executed script. 

Script block logging in PowerShell includes logging and de-obfuscat-

ing obfuscated PowerShell scripts. 

Ransomware actors often use obfuscated PowerShell to avoid detec-

tion. Enabling script block logging allows the security team to do 

near-real-time pattern matching in the SIEM to find patterns indic-

ative of typical ransomware PowerShell scripts, and to create high 

alerts when those scripts are executed. 

One way to start the process of filtering malicious PowerShell scripts 

is to take a look at the scripts that make up the PowerSploit frame-

work.13 PowerSploit is a set of PowerShell scripts written to be used 

by penetration testers for reconnaissance and lateral movement 

in a network, post-exploitation. Many ransomware operators use 

PowerSploit14 scripts or derivatives of those scripts during attacks. 

Reviewing unique characteristics of PowerSploit scripts and using 

those as a basis for malicious PowerShell detection is a good start.  

Third-Party Tools
Of course, ransomware actors don’t rely just on LotL. They also use 

a variety of third-party tools, most of which are designed for red 

team testing or network administration. A few of these tools, such 

as ADFind and Mimikatz, will be discussed in CHAPTer 14, but there 

are other common tools used by ransomware groups. 
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One of these tools is LaZagne.15 Available as a portable executable, 

it retrieves local passwords from a machine. Ransomware actors 

often use this tool to gather passwords from the local system to see 

whether they can be used to gain access to other systems on the net-

work. Sometimes there are even cached administrator credentials on 

the system that can be used to gain instant administrative access. 

The good news is that most antivirus and EDR programs flag LaZagne 

as malicious. Unfortunately, as discussed earlier, one of the first 

things ransomware actors do is attempt to disable any running 

security tools. If security teams don’t discover that their security 

tools have been disabled, a second layer of defense can help catch 

LaZagne in use. 

Fortunately, a Sigma rule developed by Bhabesh Raj and Jonhnathan 

Ribeiro16 takes advantage of the unique way LaZagne queries LSASS to 

pull the passwords down. Shown in Figure 13-5, feeding this rule 

into the SIEM provides a secondary layer of detection for LaZagne in 

Windows logs. 

The file hash for LaZagne is also static between version upgrades, so it 

is possible to detect LaZagne through a file hash search. The problem 

with this strategy is that the tool most commonly used for this type 

of search, endpoint protection, has probably been disabled. 

This is a problem that crops up with many of these tools: They’re 

easy to detect in a vacuum, but when deployed with detection evasion 

techniques used by ransomware groups, detection becomes a lot more 

difficult. 

On top of that, there’s the reality that networks are noisy. There are 

things employees do all the time that are innocent, but still raise 

security alarms. Organizations have to rely on defense in depth—

using multiple ways to detect the same threat in case an alert is 

missed or a security control disabled—to be effective at stopping a 

ransomware attack. 
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The exfiltration stage is another area where a lot of third-party tools 

are commonly used. In this case, one of the detections organizations 

can put in place is not a file but a site. Many ransomware groups use 

the MEGA upload service for exfiltrating files.17 

Organizations that don’t allow the use of MEGA for file uploads can 

block access to the MEGA domains at the edge and at the endpoint. 

The domains MEGA currently uses at the time of this writing:

 � mega.io

 � mega.nz

 � mega.co.nz

The service may add new domains in the future, so it’s important to 

keep updated on its service. 

Figure 13-5: Sigma rule for detecting the use of LaZagne in a  
network



THREAT HUNTING 233

Not all ransomware actors use MEGA. Some use compromised serv-

ers at hosting providers for command-and-control infrastructure, 

to which they exfiltrate stolen files. The tool most often used by 

ransomware groups to exfiltrate the data is Rclone. 

Rclone is a legitimate file transfer tool, and before implementing any 

alerting or blocking, organizations should find out how widespread 

its use is in the network. Tracking legitimate uses helps reduce the 

number of false positives. 

As with some of the other tools discussed in this section, Rclone 

is fairly static, so it is possible to detect activity by looking for file 

hashes. Ransomware actors have been known to change the name 

of Rclone before executing it, so a simple filename detection won’t 

always work18 (though it does work surprisingly often). 

Figure 13-6: Sigma rule for detecting Rclone usage based on com-
mand options
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Even if the name is changed, and a ransomware actor manages to 

adjust the file hash, the command options won’t change. FIGURE 
13-6 shows a Sigma rule developed by Aaron Greetham for detect-

ing Rclone usage based on the options commonly used by ransom-

ware actors. 

Note that the Sigma rule requires only one of the nine command 

options to be executed before it alerts. Some organizations may want 

to adjust these choices if they use this Rclone behavior in their net-

works. If Rclone is in use, it might make sense to require two or three 

of the suspicious command options to be used before triggering an 

alert, to reduce the false positives. 

Cobalt Strike
Cobalt Strike is one of the most common tools used by ransomware 

actors. According to Cisco Talos Incident Response (CTIR), 66% of 

ransomware attacks in 202019 involved the use of Cobalt Strike. That 

percentage appears to be growing in 2021.20 

But it’s not just ransomware exploiting Cobalt Strike and Metaploit: 

They accounted for 25% of all malicious command-and-control serv-

ers in 2020.21 Because Cobalt Strike is designed to be an adversary 

simulation tool, it’s purposely hard to detect, making it an ideal tool 

for ransomware groups. There are also a number of cracked versions 

available for sale on underground forums, making it easy for ransom-

ware groups to acquire.22

Cobalt Strike relies on command-and-control infrastructure for com-

munication. The ransomware actor creates a command-and-control 

server, possibly with a redirect server acting as the front-ends, then 

configures a beacon to connect either directly to the server or to the 

redirect server. 
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When the Cobalt Strike beacon is launched in the second stage of a 

ransomware attack, it communicates with the command-and-con-

trol host, which either sends automated commands or has a human 

operator on its end to request a shell and start reconnaissance. 

Figure 13-7 shows an example of what a Cobalt Strike com-

mand-and-control infrastructure may look like. The ransomware 

actor compromises several hosts and registers multiple domains 

to build out redirect infrastructure, concealing the real com-

mand-and-control server. More than one of the redirect servers may 

be used during a ransomware attack.23 

Communication between the Cobalt Strike beacon and the com-

mand-and-control server is conducted over DNS24 or HTTPS, which 

is the first point of detection. There are a number of oddities in the 

way Cobalt Strike command-and-control servers respond to requests, 

particularly the cracked versions of the software.25 

Victim Proxy

DNS

Redirect 1

Redirect 2

Command-and
Control ServerRedirect 3

Redirect 4

Firewall

HTTPS

HTTPS

DNS

Figure 13-7: Sample Cobalt Strike command-and-control infra-
structure
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This means that researchers have been able to scan for, find, and 

document many command-and-control hosts. Regularly updated lists 

of known Cobalt Strike command-and-control servers are distributed 

by security and threat intelligence companies or just made readily 

available on Twitter and other places. 26

Cobalt Strike DNS beacons are configurable to 
use well-known recursive DNS servers26 (e.g., 
8.8.8.8 or 9.9.9.9) to bypass the security protec-
tions outlined in this section. Even organizations 
that have their own recursive DNS often can’t block 
traffic to these DNS servers because legitimate 
applications also connect to them. Most ransom-
ware groups don’t change the DNS servers at this 
point, but might do so in the future.

Keeping updated block lists of these servers in a proxy or firewall, 

or pulling them into a recursive DNS server via a mechanism such 

as Response Policy Zone (RPZ), is a first step toward detection and 

protection. 

But, of course, there are so many of these servers around that it’s 

unlikely any one list will have them all. So there must be other ways 

to detect Cobalt Strike activity within a network. A lot of ransomware 

actors like to execute the Cobalt Strike beacons using PowerShell. 

The beacon injects obfuscated PowerShell code into memory,27 which 

means that a lot of the detection methods for PowerShell discussed 

earlier in this chapter can detect Cobalt Strike activity. 

When Cobalt Strike injects malicious code into processes, it creates 

a named pipe (sound familiar?).28 Cobalt Strike uses a particular set 

of naming conventions for its named pipes. An organization running 

Sysmon can look for Event ID 17: PipeEvent (Pipe Created or Event 
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ID 18: PipeEvent [Pipe Connected]) and the following pipes identified 

by the DFIR Report (an asterisk means that an arbitrary string can 

appear in that location in the name): 29

 � postex_*

 � postex_ssh_*

 � status_*

 � msagent_*

 � MSSE-*

 � *-server

Note that these are the default named pipe names given by Cobalt 

Strike, but it’s possible to change those default names. The general 

consensus is that ransomware actors don’t normally change them. 

title: Bad Opsec Defaults Sacrificial Processes With Improper Arguments 
Id: e7c3d773-caef-2270-5707-02f130622329 
status: experimental 
description: 'Detects attackers using tooling with bad opsec defaults 
e.g. spawning a sacrificial process to inject a capability into the 
process without taking into account how the process is normally run, 
one trivial example of this is using rund1132.exe without arguments as 
a sacrificial process(default in CS, now highlighted by c2lint), 
running WerFault without arguments (Kraken = credit am0□se□), and other 
examples.' 
author: 'Oleg Kolesnikov @securonix invrep_de, osed.community’
date: 2020/20/23 
references: 
   -https://blog.malwarebytes.com/malwarebytes-news/2020/10/
   kraken-attack-abuses-wer-service/ 
   - https://www.cobaltstrike.com/help-opsec 
tags: 
   - attack.defense_evasion 
   - attack.t1085 #legacy  
   - attach.t1218.011 
logsource: 
   - category: process creation 
   - product; windows 
detection: 
   selection: 
 CommandLine|endswiths:
    -’\WerFault.exe’
    -’\rund1132.exe’
   condition: selection 
falsepositives: 
   - Unlikely 
level: high 

Figure 13-8: Sigma rule to detect sacrificial processes executed by 
Cobalt Strike
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Another useful detection rule is to search for “sacrificial processes.”30 

Sacrificial processes are run32dll.exe processes executed with no com-

mand arguments. This is highly unusual for legitimate processes, so 

looking for this type of activity is unlikely to generate false positives. 

As with other detection methods, the Cobalt Strike manual advises 

changing this behavior, but again, most ransomware actors don’t. 

Figure 13-8 shows a Sigma rule created by Oleg Kolesnikov31 to 

detect this type of activity. The rule looks at two common commands 

run by ransomware (and other) actors without any options. This can 

be loaded into a SIEM or into endpoint protection to look for poten-

tial matches. 

No single one of the detections outlined in this section is enough 

to stop all Cobalt Strike incursions by ransomware groups. In fact, 

deploying all of these detections may still leave you open to a skilled 

ransomware actor using Cobalt Strike undetected. 

You have to enable these detection methods and continuously search 

for new and better detections to successfully protect an organization 

from a ransomware attack. That doesn’t apply just to Cobalt Strike, 

but to all of the tools discussed in this section.

Tools Used by Network Defenders
IT and security teams looking to improve their ransomware defenses 

often ask the question: What is the single best tool to stop ransom-

ware? The hard truth is, no one tool will stop a ransomware attack. 

There are tools that disrupt different stages of a ransomware attack, 

but ransomware actors are nothing if not resilient and creative when 

it comes to devising new methods of attack. 
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CHAPTer 4 and earlier sections of this chapter outlined important 

log sources for detecting ransomware, which include:

 � Current and accurate asset inventory 

 � Most recent internal and external vulnerability scans

 � VPN logs

 � Logs from any remote access system (RDP/Citrix/
TeamViewer)

 � Mail server logs

 � Web proxy logs

 � DNS logs

 � Logs from any endpoint software (AV/EDR/Asset 
Management)

 � Firewall logs

 � Windows event logging

 � Active Directory logs

 � PowerShell logs 

Further into this book, you’ll learn that the different log sources map 

to the different stages of a ransomware attack. Organizations that 

collect, alert on, and act quickly from ransomware-related events 

generated by these log sources can detect and prevent ransom-

ware attacks. 

For the most part, the specific vendor doesn’t matter. Most security 

tools will do a good job of generating the logs needed and, in many 

cases, automating the disruption of a ransomware attack. The follow-

ing factors are more important than the specific vendor used:

 � Its configuration is optimized for detecting ransomware

 � The security team is comfortable using the tool
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 � Log data from all security sources is correlated with other 
security tools

The first factor can be accomplished rather easily, as most security 

vendors are happy to conduct a “tuneup” with their customers to 

ensure they’re getting the most out of the tool. Organizations should 

set up time with each of their security vendors to review their con-

figuration, ask for advice to improve ransomware detection, and 

implement the suggested changes.

The second factor is the reason organizations should not rush out to 

purchase the latest security tool in the hope that it will solve their 

ransomware problems. Most security products have a steep learning 

curve, and overworked security staff may not have time to fully learn 

yet another security tool. This means, as is often the case,32 that new 

security tools will not be implemented in a timely or effective fashion, 

and that instead of improving an organization’s security, it will make 

the organization less secure. 

The last factor is the hardest, because collecting more logs means 

more alerts to sift through, and may initially generate more false 

positives while it’s being tuned. Still, the upfront work should result 

in more effective and accurate alerting.

The last factor is also the most challenging because even smaller 

organizations often have 5 to 10 different security tools. Getting 

them all to talk to each other in a way that allows correlation of event 

details across different platforms is difficult, at best. 

Large organizations sometimes have hundreds of security tools, mak-

ing this problem exponentially more difficult. As discussed repeatedly 

throughout the book, stopping ransomware attacks in progress often 

requires detection from multiple sources and correlating those events 

to understand what’s happening. It’s hard to do that when the secu-

rity team has to jump from console to console to find events—it’s too 

easy to miss important alerts that way. 
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The combination of SIEM and security orchestration, automation, and 

response (SOAR) can help with this complexity. A well-tuned SIEM 

allows security teams to collect logs from all the necessary sources, 

create rules that generate alerts on critical events, and filter out the 

false positives. SIEMs are also excellent tools for threat hunting mis-

sions, when they collect relevant logs from necessary sources. But 

SIEMS are complex to manage and fine-tune, and SOARs are even 

more complex. When properly configured, SOARs provide the auto-

mation necessary to handle some of the basic or repetitive security 

alerts—but again, getting there is the challenge. 

In short, the best tools for organizations to use are ones the security 

team is comfortable with, that have been properly tuned for detecting 

ransomware events, and are synced with other security tools to allow 

for comprehensive detection and analysis. 

Sysmon: The Best Tool That No  
One Uses
Throughout this chapter and in the sources in the endnotes, there’s 

a common theme: Use Sysmon logging to detect events otherwise 

missed by standard Windows logging. The problem is that most 

organizations don’t use Sysmon. A poll conducted by the author of 

DFIR professionals found that 61% almost never see Sysmon in use 

in client networks.33 Admittedly, that’s anecdotal data, but the story 

is told repeatedly by incident response professionals. Those pros love 

Sysmon, but most organizations don’t.

Sysmon is a free tool from Microsoft34 that collects “… detailed infor-

mation about process creations, network connections, and changes 

to file creation time.” Sysmon fills in the gaps missed by standard 

Windows logging, and, as shown in this chapter, it provides a wealth 

of information. 
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Sysmon is not an alerting tool. Instead, it relies on the SIEM or other 

log analysis tools to analyze and create alerts based on events indic-

ative of suspicious behavior. Sysmon events are great for detecting 

ransomware activity because they help distinguish between normal 

activity and potential indicators of ransomware (e.g., processes exe-

cuting from cmd.exe with no command options). 

The reason many organizations don’t implement Sysmon is that it 

generates a lot of log traffic. This noisiness isn’t necessarily a big deal 

in an office with a hundred computers, but when there are thousands 

of computers, there’s a material cost to storing Sysmon logs. Some 

EDR tools will also collect much of the same information that Sysmon 

does, so there may be redundancies between Sysmon and EDR logs.

Organizations should look to selectively deploy Sysmon on the most 

critical systems in the network. Any Internet-facing system (espe-

cially if it has RDP running on it), mail servers, DNS servers, file 

servers and, of course, Active Directory servers could benefit from 

the additional logging that Sysmon provides without overwhelming 

the SIEM or generating too much extra work for the security team. 

For most organizations, the benefit of adding Sysmon logging to crit-

ical servers outweighs the additional work required to incorporate 

those new logs and events into monitoring. 

CHAPTer 14 will discuss one of those critical servers: Active 

Directory. We’ll look at the important role it plays in ransomware 

attacks and how to defend it from a ransomware attack.
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Ransomware and Active 
Directory 

For several years, at least since the days of the SamSam ransom-
ware,1 Active Directory and its associated services have played 
an important role in ransomware attacks. Whether ransomware 

groups are taking advantage of Active Directory’s structure to steal 

passwords, exploiting services running on Active Directory servers,2 

or using Active Directory servers to directly push ransomware to the 

network,3 Active Directory has become a critical part of ransomware 

actors’ attack strategy. 

Knowing that Active Directory services are critical to ransomware 

operations, it would make sense for organizations to take strong 

measures to protect their Active Directory servers and services. 

Unfortunately, that’s not the case. Active Directory is surprisingly 

hard to configure4 in a secure manner and, while no one has exact 

numbers, it appears that there are a lot Active Directory installations5 

with misconfigurations.6 This chapter offers an overview of how to 

avoid such problems in your organization.

245
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Network Segmentation and Domain 
Controllers
One of the best ways to limit the damage from a ransomware attack 

is to implement network segmentation. Network segmentation iso-

lates the different parts of the network by function or role, ensuring 

that systems without a reason to communicate cannot do so easily. 

Despite the well-known role network segmentation plays in limiting 

ransomware attacks,7 one study found that only one in five orga-

nizations have actually implemented any network segmentation.8 

Even among healthcare providers—one of the sectors most heavily 

targeted by ransomware groups—almost 25% haven’t implemented 

network segmentation.9

Network segmentation offers a number of security benefits when it 

comes to ransomware attacks:

 � Offers a smaller attack surface in each segment

 � Makes it easier to isolate a ransomware attack in progress

 � Fits into a zero trust protection model

 � Helps protect sensitive data from being encrypted 
during an attack

 � Limits access to disaster recovery (DR) networks and cloud 
infrastructure

 � Can make it easier to spot attempts at lateral movement by 
ransomware groups

There are generally four technologies used to segment networks:

1. Virtual LANs (VLANs)

2. Firewalls

3. Software-defined network (SDN) segmentation

4. Microsegmentation
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Most organizations that use network segmentation employ a combi-

nation of network segmentation types to address different security 

needs. Figure 14-1 shows a network design that uses a combi-

nation of VLANs running over wireless networks for the different 

10 11 12 13

The Importance of Network 
Segmentation
In March 2018, the city of Atlanta suffered a 
devastating ransomware attack.10 Courts were shut down, police 
services were disrupted, constituents couldn’t pay bills online, and 
the city had to temporarily shut down Wi-Fi services at Hartsfield-
Jackson Airport.11 

One of the reasons the attack was so devastating was the lack 
of segmentation between the networks that housed the different 
parts of the city’s government.12 There’s no good reason that the 
network for the court system should have the ability to reach the 
network that controls the airport Wi-Fi hubs. 

Proper network segmentation can help limit the damage that a 
ransomware attack can cause. 

In March 2021 the city of Azusa Police Department also suffered 
a ransomware attack. There were a lot of things that went wrong, 
including the exfiltration of sensitive data by the DoppelPaymer 
ransomware group.13 However, because the networks were prop-
erly segmented, not only from the rest of the city, but even with 
the police department itself, the attack surface for the ransomware 
actor was greatly reduced. 

This meant that services like 911, emergency systems, and pub-
lic safety services remained operational and untouched by the 
ransomware actor.

T H E  1 0 1
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departments and an internal firewall to segment off the server net-

work. Each server network group is tagged into the departmental 

VLAN and segmented from the other server network groups. 

Figure 14-1 also shows how network segmentation can limit the 

damage from a ransomware attack. If someone in the engineering 

group opens a phishing email message that launches a ransomware 

attack, the damage should be contained to the engineering network 

and possibly the engineering servers. Furthermore, if the firewall is 

properly configured to block potentially malicious traffic, such as 

attempted connections over TCP port 135 (RPC, the port used by WMI 

and PSEexec) or TCP port 3389 (RDP), the ransomware might not even 

Human Resources
Wi-Fi Network

Sales
Wi-Fi Network

Sales
Servers

Engineering
Wi-Fi Network

Marketing
Wi-Fi Network

Marketing
Servers

AD
Payroll

Engineering
Servers

Human Resources
Servers

Figure 14-1: An example of network segmentation using a 
combination of segmentation types
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be able to spread to the servers. Segmentation certainly doesn’t stop a 

ransomware attack, but anything that can minimize the impact of an 

attack and help speed up the recovery process provides a lot of value.

However, there is a major flaw with the network in Figure 14-1. All 

endpoints in the network are able to communicate with the Active 

Directory Domain Controller (DC) and vice versa. If a ransomware 

actor can access the DC using the tools discussed in this chapter, 

they gain the ability to distribute the ransomware to all VLANs on the 

network. How can organizations segment their networks while still 

making use of Active Directory?

Human Resources
Wi-Fi Network

Sales
Wi-Fi Network

Sales
Servers

Engineering
Wi-Fi Network

Marketing
Wi-Fi Network

Admin
Wi-Fi Network

Marketing
Servers

AD
Payroll

Engineering
Servers

Human Resources
Servers

Figure 14-2: An example of network segmentation with Active 
Directory trees and a separate administrative segment
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Segmenting Networks with DCs
The best way to segment networks while using Active Directory is to 

create a different DC for each network, referred to by Microsoft as an 

Active Directory tree. An Active Directory tree is a series of domains 

belonging to a single root. In Figure 14-2, each of the departmen-

tal DCs is a separate tree that is a child of the root DC (not shown 

in the diagram). Figure 14-3 shows a typical Active Directory tree 

structure. 

In addition to unique DCs for each network segment, Figure 14-2 

adds an administrative network segment. This is a separate VLAN for 

administrators of the network. The administrators can access all the 

VLANs, but the other VLANs can’t access the administrative VLAN. 

By moving all the administrators into a single VLAN, security teams 

can put additional security controls in place.

For example, if console access to the DCs is restricted to the admin-

istrative VLAN, a ransomware attacker who can access network 

administrator credentials won’t be able to access the DC to spread 

the ransomware. Of course, there are other ways to spread the ran-

somware with administrator credentials, but this precaution limits 

this type of network segmentation to the attack surface. 

ORG.AD

ADMIN.ORG.AD ENG.ORG.AD HR.ORG.AD MARKETING.ORG.AD SALES.ORG.AD

Figure 14-3: The Active Directory tree of the network in FIGURE 
14-2
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Combining network segmentation with a more secure and structured 

Active Directory deployment can limit the ability of a ransomware 

actor to conduct reconnaissance on the entire network and signifi-

cantly improves the security of the organization against a ransom-

ware attack overall. 

Even with all these precautions, if a ransomware 
actor manages to gain administrative credentials 
and access to the administrative network seg-
ment, they can do just as much damage as before. 
What these restrictions do is make both types 
of access less easy to obtain. As with the other 
security steps outlined in this book, this protection 
should be used as part of an overall defensive 
strategy, not a single panacea.

Local Administrative Access
Along with restricting where administrators can gain console access 

to the server farm, it’s also important to remove local administrative 

access to endpoints. This is one of those recommendations that’s 

generally acknowledged as a good idea, but that some organizations 

are hesitant to implement.14

An organization’s recalcitrance is understandable, because restricting 

local administrative access to endpoints is a pain for both employees 

and administrators. Removing local administrative rights means that 

employees require help from network administrators to install new 

software on their systems. Depending on the employee and their role, 

this restriction could slow down productivity, and makes more work 

for administrators. 
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But ransomware groups look for local administrative accounts during 

the reconnaissance stage of the ransomware attack. Multiple reports 

of ransomware attacks15 include the following command,16 which 

shows a list of local accounts that have administrative access:

Net localgroup Administrators

Although removing local administrative access from endpoints might 

result in more work, the precaution can help stop ransomware attacks 

when done in conjunction with other steps outlined in this chapter. 

Figure 14-4: Recruitment advertisement for affiliates from LockBit 
ransomware
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Gaining Access to the DC
Figure 14-4 shows a recruitment advertisement for LockBit ransom-

ware. The ad promises, with red underlining, that all the affiliate needs 

to do is gain access to the DC and the LockBit PE will do the rest. 

Not every ransomware group requires specific access to the DC, but 

many ransomware groups and affiliates prefer to launch from the 

DC because the DC generally has unrestricted access to the entire 

network. Even ransomware groups that don’t necessarily launch from 

the DC still rely on administrative credentials and benefit from the 

Active Directory environment. 

Mimikatz
One popular way for ransomware actors to gain the credentials they 

need to install ransomware is a tool called Mimikatz. Mimikatz was 

developed in 2007 by French security researcher Benjamin Delpy17 

and is widely used by threat actors today. Over the years, Mimikatz 

has been ported to a variety of platforms,18 including:

 � Cobalt Strike

 � Empire Powershell

 � Metasploit

 � PowerSploit

Therefore, when Mimikatz is run in a network, it’s often not the 

original executable but one of these platforms, which are designed 

to be even more evasive than the original tool. The versatility of 

Mimikatz, combined with the widespread porting to many different 

platforms, can make it difficult to detect. And this is a problem, 

because Mimikatz makes it very easy to dump credentials from a 

system, as shown in Figure 14-5.
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By using Sysmon and filtering on Event ID 1019 (Process Accessed), 

organizations can identify uses of Mimikatz in the network. FIGURE 
14-6 shows a Sigma rule that does just that. The Sigma rule in 

Figure 14-6 filters on some of the common commands ransomware 

actors use when they run the various iterations of Mimikatz. The rule 

has evolved over the past four years and will continue to do so as ran-

somware actors (and other attackers) change tactics with Mimikatz. 

Figure 14-5: Sample output of a Mimikatz password dump
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AdFind
AdFind20 is a command-line tool used by ransomware actors and 

other intruders to query Active Directory during the reconnaissance 

stage of an attack. Ransomware groups and affiliates who’ve been 

known to use AdFind21 include:22

 � Conti

 � REvil

 � Ryuk

title: Mimikatz Use 
id: 06d71506-7beb-4f22-8888-e2e5e2ca7fd8
description: This method detects mimikatz keywords in different 
Eventlogs (some of them only appear in older Mimikatz version that are 
however still used by different threat groups) 
author: Florian Roth 
date: 2017/01/10 
modified: 2021/08/26 
tags: 
- attack.s0002 
- attack.t1003 #an old one 
- attack. lateral_movement 
- attack.credential_access 
- car.2013-07-001 
- car.2010.04.004 
- attack.t1003.002 
- attack.t1003.004 
- attack.t1003.001 
- attack.t1003.006 
- logeource: 
product: windows 
detection: 
keywords: 
- ‘\mimikatz’ 
- ‘mimikatz.exo' 
- ’<3 eo.oe.’ 
- ‘eo.oe.kiwi' 
- ’privilege::debug' 
- ‘sekurlsa::longonpasswords’ 
- ‘lsedump::sam’
- ‘mimidrv.sys’
- ‘p::d’ 
- ‘s:l’ 
- ’gentilkiwi.com’ 
- ‘Kiwi Legit Printer' 
condition: keywords 
falsepositives: 
- Naughty administrators 
- Penetration test 
- AV Signature updates 
- Files with Mimikatz in their filename 
level: critical 

Figure 14-6: Sigma rule for detecting Mimikatz



RANSOMWARE AND ACTIVE DIRECTORY 256

 � Nefilim 

 � Netwalker

 � Egregor

Undoubtedly, other groups have used it, as well. Unlike Mimikatz, 

which is primarily used to collect passwords, AdFind is used to map 

out the Active Directory network and find other computers and 

groups that may be of interest to the ransomware actor.23 For exam-

ple, Figure 14-7 shows a list of Distinguished Names (DNs) pulled 

from the network’s DC. With a default configuration in place, DCs 

share a surprisingly large amount of information about the Active 

Directory Domain to anyone who makes the correct queries. 

Unlike a lot of tools discussed throughout this book, AdFind isn’t 

designed to hide itself or avoid detection. A relatively simple Sigma 

rule, such as the one in Figure 14-8, can detect most uses of AdFind. 

The rule looks for some of the common command options used by 

Figure 14-7: AdFind Query for Distinguished Names on the domain 
controller
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ransomware actors with AdFind. This rule can be added to an orga-

nization’s endpoint detection and response (EDR) platform or used 

in the SIEM to monitor Windows Event logs. 

Deploying Ransomware from the DC
Active Directory is important to ransomware actors during more than 

the reconnaissance stage. As mentioned in a previous section, the DC 

is sometimes used to deliver ransomware. 

LockBit ransomware,24 for example, has several scripts that run once 

the ransomware actor has gained access to the DC. These scripts set 

up Group Policies to carry out the following tasks on all endpoints 

connected to that DC:

 � Disable security software

 � Stop services that might prevent files from being decrypted

 � Clear event logs 

 � Deploy the ransomware

Figure 14-8: Sigma rule for detecting AdFind use in the network
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LockBit isn’t the only ransomware group that takes advantage of the 

access offered by a DC to deliver ransomware; it just has the most 

advanced tooling to carry out this task (for now). The group behind 

Ryuk ransomware has also used the DC to deliver ransomware,25 and 

there are even more.26

Active Directory security, and specifically DC security, is an important 

layer in ransomware defense. Ransomware groups have figured out 

how to take advantage of misconfigurations and other security leaks 

in Active Directory environments. The more an organization can do to 

shore up its Active Directory defense, the more likely the organization 

is to detect and stop a ransomware attack. 
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Honeypots and 
Honeyfiles 

A honeypot is a system that cybersecurity professionals create 
deliberately to attract malicious attacks. These systems look like 

regular servers or user systems, with contents or services that appeal 

to attackers, but actually aren’t used at all by the organization for any 

purpose. The organization simply monitors the honeypots carefully 

to see whose trying to get access to them and what the intruders are 

trying to do.

Honeypots are sometimes a controversial1 security practice. Security 

teams are often attracted to honeypots because they’re “cool” 

and, when configured correctly, can provide valuable alerts that an 

attacker is in the network. The concern is when security teams rely on 

honeypots as their primary source of alerting on a potential intruder 

rather than one of many alerting solutions. 

The “coolness factor” of honeypots gets more attention than the 

much harder work of properly configuring the honeypots to deliver 

alerts in a timely manner with few false positives. Of course, it’s not 

260
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just a matter of configuring and collecting alerts: Organizations also 

must know where to place honeypots in the network so they’ll be 

attractive to ransomware actors. Finally, honeypots work well only 

as part of a comprehensive security strategy. It’s important to under-

stand where honeypots fit in and what they can and cannot do to help 

protect against ransomware. 

Honeypots As Effective Alerting Tools
As ransomware attacks have evolved, honeypots have become 

increasingly effective tools for catching ransomware actors before 

they execute the ransomware. In 2015 and 2016, when ransomware 

was primarily automated malware that attacked a single machine at 

a time, honeypots offered little value from a detection standpoint. 

Since today’s ransomware involves both gaining access to multiple 

systems on the network and exfiltrating files, honeypots are a much 

more important layer of security because they can alert to lateral 

movement and files being accessed and removed from the network.  2

A lot of security vendors and security organiza-
tions set up external-facing honeypots to under-
stand what types of exploits and other attacks 
ransomware (and other) groups are using. These 
types of honeypots, like those run by The DFIR 
Report,2 can provide valuable intelligence. These 
types of honeypots require substantially more 
effort to maintain and keep running. While they can 
provide invaluable intelligence to the community, 
they’re outside the scope of most organizations. 

The focus of this chapter is on using honeypots 
for detection of ransomware attacks in progress. 
These types of honeypots, in conjunction with 
other security measures, improve your chance of 
detecting a ransomware actor on the network.
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Figure 15-1 shows one way honeypots can be useful in detecting 

a ransomware attack early, and it shows an organization that has 

several Remote Desktop Protocol (RDP) servers connected to the net-

work. They’re isolated on their own network segment (see CHAPTER 
14). There are some legitimate workstations on that same segment, 

but there are also two honeypot servers. One of the servers is set up 

to look like a file server, the second a backup server. Both of these 

will likely be very attractive to a ransomware actor.

Both honeypots can be set up to send an alert to the SIEM any-

time someone tries to access either one, creating an early warning 

that there’s likely an intruder in the network. In addition, honey-

files have been set up on all of the RDP servers. These files aren’t 

accessed by legitimate users, but an Initial Access Broker (IAB) or 

ransomware actor is going to want to explore the server and likely 

access those files, if they have attractive enough file names (e.g., 

passwords-to-access-network.xlsx). 

Internet-facing
RDP Servers

Honeyfiles on
RDP Servers

Isolated Network Segment

Honeypot
Backup Server

Endpoints

Honeypot
File Server

Network
Switch

Figure 15-1: Sample honeypot network designed to detect 
ransomware actors during the reconnaissance stage
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Figure 15-1 is one example where honeypots and honeyfiles can be 

useful in an isolated network segment. But what about a network seg-

ment that has a lot of real endpoints and servers on it—how effective 

are honeypots in that environment? 

Honeypots can actually be surprisingly effective, even on busy net-

works, if they’re placed correctly. Figure 15-2 shows a network that 

employs decoy honeypots specifically to attract ransomware actors.

CHAPTer 6 and CHAPTer 13 discussed many of the common 

Windows native commands used by ransomware groups. The net 

command is one such command used by ransomware actors to 

scan for potential hosts they can gain access to in order to continue 

their attack. 

Having a honeypot with the hostname \\FILESERVER is going to be 

very attractive to a ransomware actor, so it’s perfect for a honeypot. 

In addition, having honeypot endpoints that blend in with the rest of 

the endpoints may catch the ransomware actor as they’re conduct-

ing reconnaissance and move from machine to machine. In this case 

blending in means sending and receiving traffic that looks like the 

rest of the endpoints on the network. It’s not enough to have the 

honeypot endpoints just sitting there, that may raise suspicion with 

the ransomware actor. 

Network Segment

Endpoints Honeypot
Endpoints

Network
Switch

Honeypot
File Server

Honeypot
Domain

Controller

Domain
Controller

File Server

Figure 15-2: Setting up honeypots on a primary network
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The 3 important thing to remember is that honeypots shouldn’t be 

something that employees naturally try to access. Yes, a server named 

\\FILESERVER seems like it could generate a lot of false positives, but 

most employees don’t try to scan the network looking for servers. 

Instead, employees rely on IT to map the network drives to which 

they need access. Even though there’s a slight risk of employees 

generating alerts by trying to access these systems,4 the benefits of 

the honeypot likely outweigh the risk. 

There are even honeypot services that can help obfuscate the real 

Domain Controllers (DCs)5 so that legitimate employees connect to 

the correct one, while ransomware actors spend time connecting to 

the honeypot DC.6 Again, the goal is to deploy honeypots in a way 

that makes the honeypot attractive to ransomware actors without 

disrupting employee workflow. 

Not Too Obvious
There’s a delicate balance required when naming 
honeypots and honeyfiles. You certainly want 
something attractive to the ransomware actor, 
but not so obvious that it raises suspicion. Similar to the iocaine 
powder scene3 in the movie “The Princess Bride,” you don’t want to 
overthink the naming conventions. 

Ransomware groups are aware that organizations sometimes 
deploy honeypots, so they’re on the lookout for them. While you 
want to avoid giving honeypots names that are too obvious, such 
as allthebankaccounts.xlsx or \\ALLTHEBANKINGSTUFF, don’t 
make it difficult to find the systems or files, either. 

O F F  T H E  B E AT E N  PAT H
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It might be tempting to provide employees with a list of honeypots 

on the network so employees can avoid them. Security teams should 

resist that temptation, because communicating any information 

like that might wind up tipping off a ransomware actor as well. As 

few people as possible should know about honeypot and honeyfile 

deployments in order to maximize their effectiveness. 

High, Medium, or Low
Interaction with services on honeypots falls into three levels: high, 

medium, and low.

High-interaction honeypots closely emulate the service they’re pre-

tending to be. A high-interaction DC honeypot, for example, allows 

an attacker to authenticate and runs services similar to a DC, such 

as authenticating fake users and generating logs. High-interaction 

honeypots can be complex to set up and require maintenance to keep 

them running but can provide a great deal of intelligence about an 

attacker as they interact with the honeypots. 

Low-interaction honeypots do very little with the ransomware 

attacker. Generally, these honeypots offer open ports that many 

ransomware (and other) actors are looking for and provide a correct 

response and often a login prompt. 

Medium-interaction honeypots allow organizations to do things 

like adjust the response given for a port. If an organization wants a 

service to appear to be a vulnerable version of that service, they can 

adjust the response and capture the incoming traffic from exploits. 

Medium-interaction honeypots can also present login prompts, but 

generally don’t have login services. 

Most organizations, unless they’re trying to create complex deception 

networks, are able to get by with either low-interaction or medi-

um-interaction honeypots. This certainly applies to organizations 

looking for alerts that complement existing alerts denoting potential 

ransomware attackers.
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Building a Honeypot
Creating a honeypot used to be a complex task that involved a lot 

of maintenance to keep them up and running and prevent them 

from becoming more of a security liability than an enhancement. As 

the deception market has grown from just over $1 billion in 2016 to 

over $2 billion in 2021,7 solutions to creating honeypots have got-

ten simpler. 

There are a large number of open source honeypots, many of which 

are cataloged at the Honeynet Project.8 There has also been an explo-

sion in commercial solutions. These solutions are easy to set up, with 

many vendors bragging that organizations can have a honeypot up 

and running in a few minutes. Commercial honeypot offerings are an 

attractive option to many organizations. 

KFSensor, developed by KeyFocus Ltd., is one commercial honey-

pot solution that many organizations use.9 It’s an attractive choice 

because of the ease of setup and the ability to alert on common lateral 

movements employed by ransomware actors. 

Figure 15-3: Detecting attempts to use WMIC to copy over a file 
using KFSensor
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Figure 15-3 shows a screenshot of KFSensor detecting a network 

query sent over TCP port 135, which is used by tools such as PSExec 

and Windows Management Interface Command (WMIC). In this par-

ticular case, the command run from another Windows server was:

C:\Windows\system32\cmd.exe /C wmic /node:”ALLAN” 
process call create “C:\1.exe”

This command pushes the ransomware PE from one machine to 

another on the network, and ransomware threat actors will often use 

this command, or similar ones, for this purpose. This is, obviously, a 

detection in the late stages of a ransomware attack. 

The nice thing about KFSensor, and other honeypot solutions, is 

that organizations can customize the type of traffic or activity on 

which the honeypot will alert. On a clean network that has excluded 

the honeypots from normal network maintenance, you might want 

to alert on any traffic to TCP port 135, but on a noisier network you 

might want to alert only on specific activities on TCP port 135 that are 

common to ransomware actors. 

Figure 15-4 shows the alert in more detail, including the traffic cap-

tured during the alert to show what type of data can be captured by a 

honeypot. Alerts from the honeypot can be viewed in the console of the 

honeypot manager directly or sent to a SIEM. Well-tuned honeypots 

can serve as high-priority alerts in the SIEM, but honeypots shouldn’t 

generate anywhere near the same volume of logs as Windows Event 

logging or Sysmon. This taciturnity makes it easier to filter out false 

positives until the only alerts generated indicate an attack. 

Organizations that are unsure how to create signatures that don’t 

generate a lot of false positives can look at information published 

from known ransomware attacks. Companies such as FireEye, 

Red Canary, and (previously mentioned) The DFIR Report publish 

extensive reports on ransomware attacks that list commands used 

by the ransomware actor during the attack. The Cybersecurity and 



HONEYPOTS AND HONEYFILES 268

Infrastructure Agency (CISA) has also published a number of bul-

letins that contain this type of information, as do industry-specific 

Information Sharing and Analysis Centers (ISACs). 

Creating a Honeyfile
In addition to honeypots, many organizations use honeyfiles to detect 

exfiltration attempts. Like honeypots, honeyfiles are designed to be 

attractive to intruders, but not necessarily to employees or other 

users who have legitimate access to the system. 

Figure 15-4: The capture traffic from the alert in KFSensor platform
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As an example, the honeyfiles on the Internet-facing RDP servers 

back in Figure 15-1 wouldn’t be accessed in the same way by legit-

imate employees of the organization and ransomware threat actors. 

Employees would normally connect to the RDP server and use that 

access to get to their ultimate destination in the network, but a 

ransomware actor would likely poke around the system, looking for 

files with interesting names, like “passwords.” That would likely be 

irresistible to ransomware groups. 

CHAPTer 6 discussed specific keywords that ransomware actors 

search for when looking for files on the victim network. Those key-

words were:

 � cyber

 � policy

 � insurance

 � endorsement

 � supplementary 

 � underwriting 

 � terms

 � bank

 � 2020

 � 2021

 � statement

These keywords could potentially be excellent lures for ransomware 

actors looking for files. The trick is to think like a ransomware actor 

and come up with file names that will play on their greed or desire 

for a shortcut to deploying the ransomware. It’s basically using the 

same playbook that ransomware groups use in phishing attacks but 

turning the tables. 
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One popular way to create quick and easy honeyfiles is by using 

Canarytokens10 from Canary. Canarytokens is a free tool that embeds 

a beacon into a document, such as Microsoft Word, Microsoft Excel, 

Adobe Acrobat, images, directory folders, and more. Any time a 

Canarytoken is accessed, it generates an email or web-based alert.11 

Canarytokens are an easy way to detect potential exfiltration by a 

ransomware (or other) actor. Simply place the file created on the 

Canarytokens website in a folder that would be attractive to a ran-

somware actor and unlikely to be accessed by an employee (FIGURE 
15-5). If the file is placed correctly, an alert should be generated only 

The Story You’re About To 
Hear Is True
The story in this section is based on a real-life 
incident. A security manager had used a Thinkst Canarytoken 
embedded in a Word Document as a honeyfile. The manager 
named the file passwords.docx and filled it with hundreds of fake 
username/password combinations to increase the size of the file 
and make it more attractive. 

One Saturday night, the manager received an email alert that the 
file had been opened, in Ukraine. The manager called the Security 
Operation Center (SOC) to ask whether they had detected any 
malicious activity on the network, but they hadn’t. Out of an 
abundance of caution, they activated the organization’s incident 
response (IR) company, which came onsite early Sunday morning. 

After a few hours of hunting, the IR team found evidence of a 
ransomware attack in progress. The IR company was able to stop 
the attack before anything was encrypted, although after files had 
been exfiltrated. The manager also realized that the SOC had to do 
more detection tuning. 

T H E  1 0 1
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if the file is accessed by a malicious actor. There may be some trial 

and error involved in placing the file in a way that it isn’t accessed 

by employees. 

When the Canarytoken is triggered, it generates an alert similar to 

Figure 15-6 that provides the owner of the token with the time, 

date, and location of the triggered file. In this case, the file was 

accessed from IP address 5[.]8[.]16[.]167. 

Figure 15-5: Placing the Canarytoken in a folder where it will be 
seen by ransomware actors

Figure 15-6: An alert triggered by someone opening the Microsoft 
Word Canarytoken
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A quick Whois search of RIPE’s database, seen in Figure 15-7, shows 

that the file was opened in Russia, which is likely a really bad sign.

Canary tokens work so well because ransomware actors often lack 

discipline when it comes to exfiltrating files, as shown in “The 101” 

callout in this section. This is especially true if the ransomware actor 

thinks those files are going to help them move throughout the vic-

tim’s network more easily. 

But not all ransomware actors lack discipline, which is one of the 

drawbacks to using Canarytokens in files: The files have to be opened 

on a system that has Internet access in order for the token to be 

activated. If a ransomware actor opens a honeyfile on a system that 

isn’t connected to the Internet or waits until after the ransomware 

is deployed before opening the honeyfile, the triggered alert either 

never arrives or arrives too late. 

Figure 15-7: Whois search of the IP address included in the 
triggered alert
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One way to enhance the effectiveness of honeytokens is to create 

Windows Event alerts when the honeyfiles are accessed.12 This can 

be done by enabling “Audit File System” in Windows Event logging 

and then alerting on the following events triggered by honeyfiles, as 

listed in Figure 15-8.

Similar to the other alerts, if honeyfiles are properly placed in the 

directory, these events should be rare and generate few false posi-

tives. You’ll probably have to change backup and other file scanning 

software to skip these files, or the folders they’re in, or ignore alerts 

from those tools. 

Figure 15-8: Windows events triggered by honeyfiles

File Read

Accesses: ReadData (or ListDirectory)

AccessMask: 0x1

File Write

Accesses: WriteData (or AddFile)

AccessMask: 0x2

File Delete

Accesses: DELETE

AccessMask: 0x10000

File Rename

Accesses: DELETE

AccessMask: 0x10000

File Copy

Accesses: ReadData (or ListDirectory)

AccessMask: 0x1
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Taking Action on Alerts
As with other security measures discussed throughout this book, 

honeypots and honeytokens are effective only if action is taken on 

the alerts they generate. Organizations that are planning to incor-

porate honeypots and honeytokens into their ransomware security 

regimen need to consider how alerts are generated from those sys-

tems. Ideally, those alerts should be sent to a central logging system, 

such as a SIEM, rather than relying solely on administrators retrieving 

alerts from the honeypot or honeyfile console.

Remember, not every ransomware group exfil-
trates files. Even groups that conduct manual 
ransomware operations don’t always exfiltrate files. 
For example, there have been no reports to date13 
that the group behind Ryuk ransomware steals files 
during an attack. 

Although honeyfiles can be a powerful tool for 
detecting ransomware attacks, they don’t help 
detect all ransomware attacks. Honeyfiles rely on 
the file being accessed, moved, or even opened 
before they generate an alert. As has been dis-
cussed, not all ransomware groups do this, and 
there’s no guarantee a ransomware group will spot 
a specific honeyfile. This is why they must be used 
as part of a comprehensive ransomware detection 
program, similar to the strategies discussed in the 
previous chapters.
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If alerts can’t be logged, the organization must account for alerts 

being generated outside of the normal channels and needs a plan to 

make sure alerts are being regularly monitored. This is true for all 

security tools, but especially for honeypots and honeytokens. Properly 

configured, these tools offer credible indications of an active ransom-

ware attack in progress. But seeing the alert days or weeks after it was 

sent is likely too late to stop the ransomware attack. 
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1 https://www.varonis.com/blog/why-a-honeypot-is-not-a-comprehensive-security-solution/

2 https://thedfirreport.com/

3 https://princessbride.fandom.com/wiki/Iocaine_powder

4 And, really, isn’t that a sign of a good honeypot?

5 https://www.acalvio.com/active-directory-protection/

6 https://cybertrap.com/activedirectory-deception/

7 https://www.marketsandmarkets.com/Market-Reports/deception-technology-market-129235449.
html

8 https://www.honeynet.org/

9 http://www.keyfocus.net/

10 https://canarytokens.org/generate

11 It should be noted that Thinkst Canary provides a wide range of honeypot and honeyfile services 
as well as the Canary Tokens

12 https://labs.f-secure.com/archive/using-windows-file-auditing-to-detect-honeyfile-access/

Notes
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CHAPTer 16

This Is Your Last Chance 

Sometimes, almost everything goes wrong. An organization 

doesn’t detect the initial access vector (CHAPTER 8-CHAPTER 11), 

the Security Operation Center (SOC) doesn’t see the ransomware actor 

conducting reconnaissance on the network or didn’t notice files being 

exfiltrated (CHAPTer 12-CHAPTer 14), and the threat-hunting 

missions fall short. With an estimated 65,000 manual ransomware 

attacks in 2020,1 unfortunately this scenario happens often. Some 

ransomware actors are skilled at moving through the network unde-

tected, while understaffed, overworked security teams can’t keep up 

with alerts, patching schedules, security hardening, as well as keeping 

on top of new issues that are constantly arising.

In American football, when a quarterback throws a long pass to a 

receiver, generally surrounded by defenders, and almost always in 

desperation mode with very little time left to play, it’s called a “Hail 

Mary” pass. That’s what this chapter is about, a last chance to stop a 

ransomware attack before files are encrypted. 

27 7
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Please note that even if the detections outlined in this chapter work, 

and the ransomware attack is stopped before files are encrypted, 

there is still a lot of work to do. The ransomware actor has been in 

the network for a while, so a lot of incident response work needs to be 

completed quickly to fully remove the attacker, or they will continue 

trying to wreck your environment. 

In addition, it’s likely that even though the ransomware attack was 

stopped, sensitive files were removed from the network. This means 

the organization might have to deal with extortion demands and the 

threat of stolen files being released publicly. Interestingly, it’s prob-

ably more difficult to deal with ransomware groups after a botched 

ransomware attack, because they weren’t able to leave a link to their 

chat server or email addresses to contact them. That’s not to say that 

it’s better to let the ransomware attack continue, just that it may take 

more work if an organization needs to understand what was stolen 

(assuming the information can’t be determined through log analysis). 

Deletion of Shadow Copies
All that being said, there are a few detections that can serve as effec-

tive tools for detecting an impending ransomware attack: shadow 

copy deletion and the start of the encryption process. Deletion of 

volume shadow copies are a signal of a ransomware attack. Detecting 

this activity can help an organization avoid the worst effects, if you 

can act quickly. 

Figure 16-1: Snippet of a .bat file left behind after a failed ransom-
ware attack
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Figure 16-1 shows a snippet of a batch file taken from a failed 

ransomware attack. A successful attack would execute this file on 

a system right before the ransomware is run. In this batch file, the 

ransomware actor permanently deletes the files in the Recycle Bin 

on every drive, then forces an update to the Group Policy Object with 

two commands:

1. Delete Shadow Volume Copies

2. Clear out Windows Event logs

Every—or almost every—ransomware group deletes volume shadow 

copies before they run the ransomware2 and have been doing so since 

at least 2014.3 Importantly, deleting volume shadow copies happens 

before the ransomware is deployed, because the ransomware actor 

doesn’t know whether they’re going to be kicked off the victim’s 

machine once the ransomware attack starts. 

The Volume Shadow Copy Service (VSS) was introduced in Windows 

Server 2003. It was then added to Windows Vista and has been a part 

of every Microsoft desktop and server operating system ever since. 

The VSS searches through the operating system looking for changes 

to files and folders and indexes those changes. This creates a history 

of the files or folders that can be used to restore individual files or 

folders that are accidentally deleted, overwritten, or damaged through 

some other error. 

Ransomware actors learned early on that having this service running 

diminished the effectiveness of a ransomware attack. If victims could 

simply restore the volume shadow copies, there was no need to pay 

the ransom. As far back as 2015 experts were recommending that 

organizations rename or remove vssadmin.exe (the built-in Microsoft 

command-line tool for manipulating volume shadow copies) as a 

protection against ransomware.4
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Removing or renaming vssadmin.exe wouldn’t prevent files from being 

encrypted, but it could make recovery easier. Still, there are some 

problems with this advice: It precludes the use of a lot of legitimate 

tools that use vssadmin.exe to manipulate volume shadow copies. 

Moreover, not all ransomware actors use the vssadmin.exe executable 

to remove volume shadow copies. 

That being said, ransomware is the only program that uses vssadmin.

exe to remove all volume shadow copies in a single action. In that way, 

ransomware is unique and this information can be used to create that 

Hail Mary alert to stop a ransomware attack. 5

Other Ways of Deleting Shadow Copies
While deleting shadow copies is common across ransomware variants, 

the methods of carrying out the deletion varies depending on the 

ransomware strain. Some ransomware variants, like the one showed 

in the previous section, rely on PowerShell scripts. Others build the 

Why Is It There?
If no legitimate programs use vssaminddmin.
exe to delete all volume shadow copies, why 
not remove the capability? Its intended use is to 
help administrators who have to manually delete all shadow copies 
when troubleshooting backup or storage problems. This capability 
isn’t used as often on earlier versions of Windows, but it’s still used 
by administrators.  

There also may be rare times when some backup software needs 
to remove all volume shadow copies.5 This isn’t generally consid-
ered a best practice, but it’s occasionally required. In short, this 
function still provides utility for systems administrators who are 
troubleshooting storage, backup, and other problems. 

T H E  1 0 1
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ability to delete shadow copies into the portable executable (PE). 

Figure 16-2, taken from the leaked manual developed by a Conti 

affiliate, shows the command options for the Conti ransomware.

All but one of the command options (-fast) include the deletion of 

shadow copies. In contrast, the -fast option encrypts files “without 

terminating processes that use files, and without deleting Shadow 

copies.”6 In other words, using the -fast option risks leaving some 

files unencrypted and could allow some victims to recover files, 

though they would still face many challenges that other ransomware 

recoveries have. 

But how does Conti delete shadow copies? The PE uses a two-step 

process. First, it runs a WMI Query Language (WQL) query: 

SELECT * FROM Win32_ShadowCopy

This pulls a list of all the shadow copies stored on the local machine. 

After that, Conti calls a cmd.exe shell to delete the list of files retrieved 

with the first command using WMIC:7

cmd.exe /c C:\Windows\System32\wbem\WMIC.exe 
shadowcopy where “ID=’%s’” delete

Figure 16-2: Entry in the Conti manual showing the command flags for 
the Conti ransomware
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Using WMIC to delete shadow copies with the shadowcopy command 

is another common way for ransomware groups to carry out this task. 

Among other ransomware  groups that have used this method are 

TeslaCrypt, Maze, and Egregor.  

One last way that ransomware actors can delete shadow copies is by 

using PowerShell. Ransomware groups such as DarkSide, Revil,8 and 

some versions of BlackMatter (other versions of BlackMatter use WMI 

calls9) run PowerShell commands similar to the following:

Get-WmiObject Win32_Shadowcopy|ForEach-Object {$_.
Delete();}

PowerShell makes sense for many ransomware actors because it’s so 

ubiquitous in ransomware attacks, which creates a lot of ransomware 

developers who are comfortable using it to program automated tasks. 

A less common method for deleting shadow copies is to resize the 

shadow copy storage, rather than deleting the shadow copy files. 

According to Microsoft, “Resizing the storage association may cause 

shadow copies to disappear.”10 Older versions of Conti11 and Ryuk12 

both used this technique, combined with the deletion of shadow 

copies using the vssadmin.exe command:

cmd.exe /c vssadmin Delete Shadows /all /quiet

cmd.exe /c vssadmin resize shadowstorage /for=c: /
on=c: /maxsize=401MB

cmd.exe /c vssadmin resize shadowstorage /for=c: /
on=c: /maxsize=unbounded

cmd.exe /c vssadmin resize shadowstorage /for=d: /
on=d: /maxsize=401MB

cmd.exe /c vssadmin resize shadowstorage /for=d: /
on=d: /maxsize=unbounded

cmd.exe /c vssadmin resize shadowstorage /for=e: /
on=e: /maxsize=401MB

cmd.exe /c vssadmin resize shadowstorage /for=e: /
on=e: /maxsize=unbounded
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cmd.exe /c vssadmin resize shadowstorage /for=f: /
on=f: /maxsize=401MB

cmd.exe /c vssadmin resize shadowstorage /for=f: /
on=f: /maxsize=unbounded

cmd.exe /c vssadmin resize shadowstorage /for=g: /
on=g: /maxsize=401MB

cmd.exe /c vssadmin resize shadowstorage /for=g: /
on=g: /maxsize=unbounded

cmd.exe /c vssadmin resize shadowstorage /for=h: /
on=h: /maxsize=401MB

cmd.exe /c vssadmin resize shadowstorage /for=h: /
on=h: /maxsize=unbounded

cmd.exe /c vssadmin Delete Shadows /all /quiet 13 14

Why 401MB?
Why would ransomware actors reduce the 
shadow storage size to 401MB? That seems like 
an oddly specific number, but doesn’t match any 
of the usual limits on Windows machines. I wasn’t sure if there was 
a specific reason for this number, or if one ransomware group had 
picked it and then everyone followed (as often happens). So, I asked 
the question on Twitter.15

The best answer that came back was from Twitter user @lwolive, 
who found an article on the Picus blog16 mentioning that the min-
imum size for ShadowStorage is 320MB. Trying to run the resize 
command with anything less than 320MB returns the error: “Error: 
Specified number is invalid,” with a further note, “or byte level 
specification, MaxSizeSpec must be 320MB or greater…” Why the 
ransomware actors picked 401MB remains anyone’s guess; it may 
have been trial and error. But once one group used that value, it’s 
likely that other groups just copied what the first group did without 
thinking about it.

T H E  1 0 1
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Conti and Ryuk weren’t the only ransomware variants to use this 

technique. The Hakbit15 and MedusaLocker16 ransomware also ran the 

same commands prior to encryption. 

Although there are slight variations in the commands ransomware 

groups run, the ones discussed in this section are the most common 

methods they use to delete or resize shadow copies before deploying 

the ransomware. 

Starting the Encryption Process
After shadow copies have been deleted, or effectively deleted by 

having ShadowStorage reduced, the ransomware PE needs to run 

through several system checks17 before starting the encryption pro-

cess.18 Some of the checks the ransomware must make include (but 

are not limited to):

 � Enumerating all drives on the local system

 � Searching for network drives

 � Closing running processes that might prevent files 
from being encrypted, especially anti-virus and other 
security vendors.

 � Importing the public key and generating the private key 
(some ransomware variants embed the public key in the 
executable, so that they don’t have to make command-
and-control callouts during the deployment stage)

 � Changing the background image to show the ransom note 
(some ransomware variants)

When a single PE engages in all of these activities, especially in rapid 

succession, it should always generate log entries that should create a 

critical alert. It’s important for organizations to keep in mind that not 

all ransomware groups embed this activity into the PE: Some rely on 

PowerShell scripts or batch files to carry out some of the tasks, leav-

ing the PE just to do the encryption. But, it doesn’t change the fact 
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that these steps happen in quick succession, even if they’re carried 

out by different executables, so these activities should still generate 

an alert in the SOC.  

The majority of today’s most active ransomware groups—including 

Conti, LockBit, BlackMatter, and REvil—embed these functions into 

the PE. On the other hand, both the Pysa and Grief19 ransomware 

PEs don’t have built-in functionality to delete shadow copies, instead 

relying on the affiliates to carry it out with scripts. 

This is an important distinction for the next section, which deals with 

detecting and responding to this activity. Stopping and isolating the 

process carrying out shadow copy deletion may not be enough to stop 

the ransomware attack from progressing.

Endpoint Detection and Response + 
Automation Is Your Friend
Organizations that understand the importance and prevalence of 

manipulating shadow copies can now put in protections to alert 

them when this is happening and stop ransomware attacks. Right? 

Unfortunately, it’s not quite that easy. Figure 16-3 shows the 

difference in time between the speed of operation ransomware PE 

operates versus the time it takes to generate an alert. 

A number of different log sources can produce an alert indicating 

that shadow copies have been deleted. If an organization has end-

point detection and response (EDR) running on their endpoints, a 

log event is generated from the EDR platform. In addition, there are 

indicators in PowerShell logs and, Sysmon, and to a limited degree, 

in Windows logs. 

The problem, as outlined in Figure 16-3, is getting log data from the 

endpoint to the SIEM and then producing an alert in a timely fashion. 

There are many examples20 of organizations not processing an alert 

from an event until well after the damage has been done—specif-

ically, in the case of ransomware, after encryption has happened. 
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Many types of cyberattacks leave some room for error with alerts 

that are delayed as logs are processing. Even with earlier stages of a 

ransomware attack, there’s room for delay in alerting. Because of the 

tiny time gap between deleting shadow copies and encryption, there’s 

no room for delay in this stage of a ransomware attack. 

Automation
This is one of the areas in which automation can really help security 

teams get ahead of a threat. Rather than wait for the logs to generate 

an alert and the SOC or security team to act on it, you can automate 

the process of identifying malicious use of shadow copy manipula-

tion and stop that activity immediately. Doing so can possibly stop a 

ransomware attack in progress. 

One way to automate alerts is in a security orchestration, automation, 

and response (SOAR) platform. Using SOAR, organizations can build 

playbooks that collect information from different systems and use 

Delete Shadow
Copies

Log Sources

SIEM or Console Alerts

Encrypt
Files

SECONDS

MINUTES/HOURS

Pow
erShell

Sysm
on

ED
R

Figure 16-3: After shadow copies have been deleted, the difference 
in time between encryption starting versus the SOC receiving an alert
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that information to take action automatically. For example, Splunk 

has a prebuilt alert for detecting malicious shadow copy manipulation 

via PowerShell.21 A snippet of the alert is shown in Figure 16-4. 

Figure 16-4 is the first step in stopping the ransomware attack. The 

file generates an alert indicating that the shadow copy manipulation 

is happening. The next step is to automate the actions that need to 

be taken. These actions may include:

 � Sending instructions to the EDR to kill the process that 
called the PowerShell script

 � Blocking the hash of that process on the rest of 
the endpoints

 � Temporarily disabling the user who initiated the process

 � Shutting down the infected machine

Figure 16-4: Sample Splunk alert for shadow copy manipulation via 
PowerShell
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The nice thing about a well-configured SOAR platform is that it can 

conduct all of these operations in a matter of seconds. It may not 

be enough to prevent the first machine in the attack from being 

encrypted, but it can possibly save other machines. This makes the 

ransomware recovery process much more manageable (though the 

organization will still likely have to deal with the challenges that 

come with stolen files being used to extort the organization). 

Hitting the Panic Button: Stopping a 
Ransomware Attack Now!
Not every organization has a SOAR platform, but there are other ways 

to generate immediate alerts when shadow copies are manipulated. 

Unsurprisingly, there’s a Sigma rule22 that helps detect this activity. 

Figure 16-5 shows a Sigma rule that a half-dozen people have con-

tributed to, looking for all the common ways that ransomware actors 

manipulate shadow copies. 

Figure 16-5: Sigma rule for detecting common forms of shadow 
copy manipulation
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The rule includes manipulation via PowerShell, WMIC, and vssadmin.

exe, along with many of the common command options that attackers 

use. Loading this rule into an EDR to take automatic action can allow 

an organization to stop the shadow copies from being deleted and 

stop the ransomware attack. 

The process is the same as in the previous section. In this case, the 

EDR is doing all the work, but the actions are still the same:

 � Killing the process that called the PowerShell script

 � Blocking the hash of that process on the rest of 
the endpoints

 � Temporarily disabling the user who initiated the process

 � Shutting down the infected machine

Not every organization has an EDR solution in place. With no SOAR 

and no EDR it’s very difficult to detect, alert, and act on shadow copy 

manipulation in a timely fashion. EDR and SOAR solutions take a lot 

of time and effort to properly maintain, but the benefit they provide 

is automation for times where stopping an attack quickly is critical. 

It’s not that the logs won’t be sent or that alerts won’t be generated. 

The problem, as shown back in Figure 16-3, is being able to act on 

those alerts. 

The detections described in this chapter work 
only if the ransomware actor hasn’t terminated 
the EDR process. It has been mentioned several 
times in this book that ransomware actors start an 
attack by shutting down any security solution they 
can, including EDRs. This is why alerting and acting 
on those shutdowns is so important. Organizations 
that are relying on EDR for this type of protection 
need to ensure that the EDR is actually running.



THIS IS YOUR L AST CHANCE 290

For smaller organizations, a tool called Raccine23 developed by Florian 

Roth can stop shadow copy manipulation on endpoints. It has the 

advantage of not being commonly used, so ransomware groups aren’t 

looking for it. The way Raccine works is by registering a debugger for 

the common tools used by ransomware groups to manipulate shadow 

copy files. When one of those methods is detected, Raccine kills the 

process and generates a log message that alerts the security team to 

investigate further. 

Raccine is a good solution that stops many types of ransomware vari-

ants from manipulating shadow copies and hopefully grants security 

teams the time they need to stop a ransomware attack. As with any 

other security solution, it should not be the only solution, but one of 

many working together. 

None of these solutions is completely perfect; there’s always poten-

tial for failure. However, if all other alerts are missed, these last-ditch 

solutions may prevent a ransomware attack from destroying an orga-

nization. Detecting the deletion of shadow copy files isn’t the only 

thing that ransomware groups do before deploying ransomware, but 

it’s the only action that’s consistent across all ransomware groups. 

There may be different ways of doing it, but they all do it. They also 

do it in a way that’s almost always indicative of a ransomware attack, 

making it a unique Hail Mary detection for ransomware. 
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IN thIS Chapter:

 � Limiting the Damage During an Attack

 � Assessing the Damage Once the Attack Is Contained

 � Getting Everyone in and Putting Together Your Plans

CHAPTer 17

Initial Response

It happened. Despite the organization’s best efforts, the ransomware 

actor bypassed all the defenses and went undetected in the network. 

Now the organization is under an active ransomware attack. One by 

one, network segments are going offline, and the phones of both 

the head of IT and security are blowing up with panicked employees 

asking what to do. In some cases, printers may be going crazy spitting 

out ransomware notes.1

Senior leadership and the board of directors are calling. 

The ransomware attack has started, and a lot of damage has already 

been done. As tempting as it is to find a desk to hide under, now is not 

the time. At this point, the only thing the IT and security teams can 

do is work to limit the damage. And, yes, the damage can be limited 

if the organization is able to act quickly. 

Consider this chapter to be tied to CHAPTER 18. The activities in 

this chapter will flow right into the next chapter as a continuation of 

initial response to incident response (IR) and disaster recovery (DR).

292
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Don’t Panic
In “Thor: Ragnarok,”2 Bruce Banner returns to himself after being 

the Hulk for an extended period. In his first conversation with Thor, 

Thor says, “I just need you to stay calm.” To which Banner responds, 

“Calm!? I’m on an alien planet!” The start of a ransomware attack is 

a lot like that. For many IT and security people, their first ransom-

ware attack is an alien experience. Telling them not to panic seems 

counterproductive, especially considering there’s a lot to panic about. 

The truth is a lot of work needs to be completed very quickly (and 

also for a long time after that). Panicking at this point in the attack 

is going to make the recovery last that much longer. Panicking also 

prevents the teams from taking the necessary immediate actions to 

limit the damage. 

So, despite the very understandable urge to panic, and the panic 

that is likely gripping many parts of the organization, several clear-

headed actions must be taken immediately. This is where the train-

ing from conducting the tabletop exercises with the IR and DR plans 

comes into play. It’s time to put those plans into action and contain 

the damage.  

Contain the Attack
The first step in the IR plan for successful ransomware attack recov-

ery is to contain the damage. The Cybersecurity and Infrastructure 

Security Agency (CISA) has released a Ransomware Guide3 that 

includes advice on how to prevent and respond to a ransom-

ware attack. 

A ransomware attack can sometimes take hours to fully complete. This 

gives IT and security teams time to isolate the infected machines and, 

hopefully, keep the ransomware from spreading. This initial response 

team should consist of members of the IT, security, and IR teams who 

are on-site and can act immediately. At this point, there likely isn’t 
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time to call in reinforcements for this initial response, especially not 

knowing whether remote access will need to be shut down to keep out 

the ransomware actor. 

Designate Someone To 
Document and Communicate 
Information
Part of every IR plan is designating someone to communicate 
information once the damage has been assessed, but don’t forget 
to have someone handling communication during the initial assess-
ment. This person should ideally be part of the response team and 
is responsible only for internal communications. During a crisis like 
this, employees will likely be reaching out to everyone they know, 
hoping to get an understanding of what’s happening. All that does 
is slow down the initial response. 

Sending out a note early in the attack letting employees know 
what’s happening will hopefully slow down the deluge of calls and 
text messages. Many employees might be shut off from email, 
so consider text messages or some other form of pre-planned 
communication. That note should identify a point of contact in case 
employees have questions or want to report additional suspicious 
activity. In addition, the note should let employees know when they 
should expect the next update. Again, that should slow down the 
number of phone calls and texts. Consider different communication 
schedules for leadership and for other employees. 

The person or team in charge of communication should also start 
the process of documenting initial findings. During initial response, 
a lot of the findings are reported in an ad-hoc manner. Getting 
everything documented and stored in a place easily accessible by 
everyone will make further triage much easier. 

T H E  1 0 1
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If the infected systems are properly segmented, shut down the 

infected network segment at the switch, isolating all the infected 

systems with a single command. This is an ideal way to contain an 

attack, because it can be done quickly and has the biggest impact on 

containing the attack. 

If the networks aren’t properly segmented, or if the ransomware actor 

seems to be infecting systems at random, infected machines should 

be immediately disconnected from the network and Wi-Fi turned off. 

Ideally, that can be done remotely, but if remote tools are unavailable, 

the response teams need to go from machine to machine to turn off 

Wi-Fi manually. This action should also disconnect the machine from 

any network mappings, but to be safe, teams should disable any net-

work mappings for those machines. Depending on how the ransom-

ware is spreading, this may include taking Active Directory services 

offline. These steps are outlined in Figure 16-1. 

Encrypted Network Clean Network

Isolate encrypted
network from
clean network

Start at the
switch

If that doesn’t
work, pull cables

If everything else fails, shut 
down everything in the network. 
Let employees shut down their 
own endpoints while the response 
team focuses on the servers. 

Figure 16-1: Step-by-step guide to isolating and shutting down 
encrypted systems during a ransomware attack
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If, for some reason, the systems can’t be disconnected from the 

network by pulling the network cable or turning off the Wi-Fi, start 

shutting the infected machines down. If the response team isn’t sure 

how the ransomware is spreading, they may be forced to shut down 

all of the systems on the network. While there’s certainly a sense 

of urgency here, be especially careful if forced to shut down serv-

ers. Some servers, such as database servers, don’t recover well from 

emergency shutdowns, so the shutdown may cause as much damage 

as the ransomware. 

Machines that are definitely encrypted need to be labeled as such, so 

they aren’t accidentally turned back on later in the IR or DR process 

and start re-infecting the network. 

Shutting down systems is often necessary. 
However, keep in mind that since many ransom-
ware operators prefer to use tools that load into 
memory, shutting down encrypted systems will 
mean those tools disappear. This will result in the 
loss of valuable forensic evidence for the IR teams 
and, if called in, law enforcement. 

This doesn’t mean that systems shouldn’t be 
powered down if necessary, but it is important to 
step through the order outlined in this section and 
not start with immediate shutdown. Also, keep in 
mind, not all tools used by the ransomware groups 
run in memory; there are often enough artifacts left 
behind by the ransomware actor to piece together 
most of the attack. This is where the experience of 
the IR team or law enforcement are necessary.
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Expect containment of the ransomware attack to take several hours. 

Unlike a lot of other cybercriminal activities, there’s almost always 

a human on the other end of the keyboard launching the attack. In 

their (perverse) thinking, they’ve invested money and time launching 

this attack and they won’t want to leave without stealing files and 

encrypting systems on the network. As the initial response team is 

shutting things down, it’s likely that the ransomware actor will be 

trying to find other access points or ways to deliver the ransomware. 

This is a good time to bring in food for everyone who has likely been 

working non-stop for several hours. 

Assess the Damage
Once the initial response team is confident that the ransomware isn’t 

spreading any further, it’s time to assess the damage and start pulling 

in the larger IR team. The documentation that was, hopefully, done 

during the initial response will be invaluable here. 

Assessment should include defining which systems or network seg-

ments have definitely been encrypted, which ones definitely haven’t, 

and which ones the teams aren’t sure about. In addition, the teams 

need to document clearly what data was on the encrypted machines 

for prioritization purposes, as well as to start to understand what data 

may have been exfiltrated. 

Once the extent of the ransomware infection is fully understood, the 

DR team can start prioritizing which systems will need to be brought 

back online first, based on business need. This information should 

all be defined in the DR plan (discussed in CHAPTer 4). This doesn’t 

mean that organizations can start restoring immediately; this is still 

the planning stage.

Also, the DR plan should specify clearly how both encrypted and 

“clean” systems will be brought online. Even systems that are ini-

tially considered clean may have artifacts from the ransomware actor 

hiding on them, such as dropped tools, persistence mechanisms, 
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backdoors, and others. All systems need to be brought online in a 

manner isolated from the rest of the network by someone from the 

IR team who can ensure that reconnecting the system to the network 

won’t cause more damage. 

Finally, during this initial assessment, check the backups to ensure 

that they haven’t been encrypted and are still reachable from the rest 

of the network. Don’t start planning restoration without knowing 

that working backups actually exist. 

Block Initial Access Vectors
At this point, the IR team probably has no idea what the initial access 

vector was for this ransomware attack. To ensure that the ransom-

ware actor doesn’t regain access, all possible initial access vectors 

need to be taken temporarily offline. Shut down any Internet-facing 

Remote Desktop Protocol (RDP) servers, Citrix servers, vCenter 

servers, and VPN concentrators. Basically, anything that’s touching 

the Internet, or might be hosting a web shell, that might have been 

exploited by a ransomware actor will need to be temporarily blocked 

from access.

There will absolutely be a business disruption. However, it’s going to 

be less of a business disruption than the ransomware actor regaining 

access and attempting to finish the job. Therefore, it’s imperative to 

get the ransomware actor’s artifacts removed from the systems. As 

systems are returned online, they need to be fully scrubbed, Active 

Directory credentials reset, and thorough discussion about what the 

ransomware actor might have done to facilitate regaining access 

needs to be had. Once that last point has been identified, organiza-

tions need to do something about it.

Assessment and blocking initial access vectors should take several 

hours. At this point, it’s likely several hours since the ransomware 

attack first started (of course, it might be more or less time, depend-

ing on the size of the organization). Everyone is likely very tired, but 

the next meeting is critical. 
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Get Everyone in and Put  
Together Plans
Now it’s time to bring everyone together. Everyone who participated 

in the tabletop exercise and who has a role in the IR and DR plans 

should meet either in person or remotely. 

The meeting will likely open with a briefing on the initial assess-

ment of the damage caused by the ransomware attack, as well as 

how long it’s expected to take to get things back up and running. 

Set realistic goals here, based on the prioritizations outlined earlier 

(consider planning for this during the ransomware tabletop exercises 

in CHAPTer 3). Prepare everyone to grasp that some systems are 

going to be down longer than others and that recovery is a gradual 

process, with the dual priorities being getting the organization back 

online quickly without risking reinfection by the ransomware actor. 

Now would be a good time to open a bridge. 
Whether it’s a conference call, a permanent Zoom 
session, or other video conferencing tool, the 
bridge will allow those who need to check in with 
the ability to do so easily. It will also make it easier 
to schedule regular updates. If the IR team is going 
to provide updates every four hours, everyone 
who needs to hear the update can just connect to 
the bridge. 

Make sure, whatever form the bridge takes, that it’s 
password-protected. The last thing an organization 
needs during a ransomware cleanup is outsiders 
connecting to the bridge and learning sensitive 
organization details.
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Communication should now be handed over to the person or team 

designated in the IR plan. They keep employees updated, as well as 

partners and vendors, as needed. They also communicate with the 

press, should it become necessary. 

There will likely be two simultaneous processes:

1. The IR team tracks down which ransomware group or 
affiliate launched the attack and how they got in

2. The DR team begins restoring the network and getting 
critical services back up and running

Senior management will undoubtedly want regular status updates 

about the situation. Set expectations early on that reports will be 

provided on a defined regular interval. This might change over time. 

For example, at the beginning, senior management may want hourly 

reports as there’s a lot happening. As the recovery progresses, the 

reports will become less frequent because there’s less to report.

Don’t forget that rules about where, when, and how to communicate 

should have all been approved in advance by the organization’s legal 

counsel. As mentioned in CHAPTer 3, there will likely be a lawsuit 

over the ransomware attack. Clearing communication with the legal 

team helps ensure that all relevant communication is preserved when 

that lawsuit happens. 

At this point, it will have probably been many hours since the attack 

was noticed, and there will be some people on the team who haven’t 

gone home or slept since the start of the attack. Send them home 

or to a nearby hotel so they can get some rest and be ready for the 

next day. 

The first day of the attack is long and hard for everyone, but the 

next few days are going to be just as long and sometimes as difficult. 

There’s no point in burning anyone out this early, because there’s 

still a lot of work to do. 
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CHAPTER 18 will dive deeper into the IR and DR processes and 

how to move through those processes in a manner that will protect 

the organization and get critical services operational as quickly as 

possible. 
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1 https://news.sophos.com/en-us/2021/08/09/blackmatter-ransomware-emerges-from-the-
shadow-of-darkside/

2 No relation to the ransomware variants

3 https://www.cisa.gov/sites/default/files/publications/CISA_MS-ISAC_Ransomware%20Guide_
S508C_.pdf

Notes
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 � Take Care of the Basics: Food and Shelter

 � Find the Initial Access Point and Shut It Down

 � Communicate, Communicate, Communicate

 � Prepare Everyone for a Long Slog

CHAPTER 18

Implementing DR and  
IR Plans

At this point in the ransomware attack:

 � The attack has been contained, and the damage has 
been limited

 � Initial triage has been completed and the scope of the 
attack is known

 � Inventory of the infected systems and their data has 
been completed

 � Relevant stakeholders have been notified of key 
information, including the communication plan 
going forward

 � Incident response (IR) and disaster recovery (DR) plans 
have been retrieved from their secure location
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Now the organization is ready to move from initial response, which is 

focused more on immediate damage mitigation, to incident response, 

or IR, which is more focused on triage, investigation, forensics, and 

analysis. Here’s where the IR and DR plans put together by the IT 

and security teams in CHAPTer 4 are going to be so important. 

There’s going to be a lot of pressure from all sides to get different 

services turned back on quickly, but the plans are there for a reason. 

Follow them unless an extenuating circumstance requires a departure 

from them.

Any deviation from the documented plans should be authorized by 

senior leadership. This rule empowers your team to tell any person or 

department requesting a change that they have to go through lead-

ership. After all, it’s the leadership of the organization that has to 

decide the priorities of the organization. 

It is possible that after the initial triage, the damage from the ran-

somware attack might turn out to be minimal and everything will 

be fully restored in a few days. But that’s rarely the case. As always, 

organizations should plan for the worst and hope that the thoughtful 

planning, combined with talented IT and security teams, prevent the 

worst from coming to pass. 

Take Care of the Basics: Food  
and Shelter
Security leadership needs to build out a shift schedule for the IR and 

DR teams indicating who will be working when. The response for the 

first few days, while critical systems are restored, might be around 

the clock. That doesn’t mean that everyone from all the teams has 

to be present. Tired people make more mistakes, so while the hours 

are going to be long, ensure that all working employees have down 

time and off time. While getting everything up and running is critical, 

keeping everyone healthy is more important in the long run. Consider 

appointing someone from outside the IR and DR teams to be respon-

sible for ensuring the mental health of the response teams. 
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Unless an organization is lucky enough to have extensive IR and DR 

teams, some people will be working very long shifts for several weeks. 

Consider getting a block of rooms at a hotel near the office for people 

who need to crash, but might live far away or have been brought in 

from another office. Make sure everyone can get as much rest as pos-

sible. Keeping the IR and DR teams safe, by not driving long distances 

home after a long day, is really looking out for the teams. 

That health advice applies to security leadership, 
as well. The IR and DR plans should have a clearly 
defined list of leaders for each team, and those 
leaders should be working on a rotating schedule 
like the recovery teams. If the recovery process is 
well-documented, it should be easy to switch out 
the leadership team so that everyone is able to 
get some rest. Who’s in charge and at what times 
should be communicated to employees and senior 
leadership so that people aren’t getting phone calls 
while they’re trying to rest.

Also, as discussed in CHAPTer 4, start feeding the teams who are 

expected to be working these long shifts. It seems like a minor thing, 

but providing food and drinks to everyone, especially if everyone is 

working around the clock, has three benefits:

 � It makes everyone feel appreciated for their hard work

 � It helps build camaraderie if everyone can stop and 
eat together

 � It helps the teams focus on the work that needs to be done
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Bringing in food and drinks doesn’t mean that people shouldn’t step 

out of the building and take breaks. Exercise is important during 

these long days. So, encourage people to take regular breaks, get out-

side and walk (if permitted by the weather and local environment). If 

the building has a gym, give everyone access to it. Not only do such 

breaks help keep people focused on the task at hand, they’re good for 

the mental health of the IR and DR teams and can help alleviate some 

of the frustration that’s naturally a part of any IR or DR situations. 

I was once called to assist in an IR case for a 
retailer in Minneapolis (not the famous one 
you might be thinking of). It was a really long, 
frustrating day and I needed to take a break. 
Normally, I would go for a walk, but it was 
February. Fortunately, Minneapolis has a series 
of above-ground tunnels collectively known as 
the Skyway. The person running the IR teams had 
printed out maps of the Skyway and gave me one 
that I could use to get out for a bit of a walk and 
clear my head.

It may seem like this chapter has spent a lot of time on the subject of 

food and shelter, but a ransomware attack can be incredibly demor-

alizing1 to IT and security teams, as well as to companies as a whole. 

Companies have been forced into bankruptcy2 or even to shut down 

after a ransomware attack.3 Organizations that are actually resilient 

may have to deal with months4 of news5 coverage, depending on the 

size of the organization and the industry. 

Touches like providing food and shelter and watching out for the 

mental health of the IR and DR teams can improve employee morale 

and result in a more successful recovery. 
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Find the Initial Access Vector and 
Shut It Down
The first priority of the organization is likely to get systems back up 

and running so that everyone can get back to work. Resist that urge. 

Hopefully, the IR and DR plans stress that the first priority needs to 

be finding the initial access vector and shutting it down. 

Before jumping into DR, forensic images need to be made of the 

infected systems. It used to be that IR firms and government agencies 

wanted the physical hard drives from encrypted machines, but most 

of the time a forensically sound image created by a tool such as FTK® 

Imager (from Exterro)6 will be enough.7 This procedure should always 

be verified through the legal team in consultation with IR, though, 

and whatever process an organization chooses should be well-docu-

mented in the IR and DR plans.

Now the IR team can start inspecting the known infected machines 

to see what they can find out about the attack, while ensuring that 

it’s fully contained. This process will likely begin within a couple 

of hours after the attack is fully contained (with the caveat that if 

the organization needs to bring in an outside IR team—discussed in 

CHAPTER 19—there may be a slight delay). 

If infected machines were able to stay powered on and isolated, the 

IR team can start going through them to extract information needed 

for the investigation. Some of the items that8 should be copied and 

pulled off the machines include:

 � The ransomware portable executable (PE)

 � The ransom note

 � PowerShell scripts left behind on the system, some 
of these might be difficult to identify, in some cases it 
might make sense to pull all PowerShell scripts from the 
infected machine



IMPLEMENTING DR AND IR PL ANS 308

 � Third-party tools that may have been part of the attack

 � Windows event logs

 � PowerShell logs

 � Sysmon logs 

 � A sample of an encrypted file

 � Contents of RAM9 (assuming that the machine hasn’t been 
powered down)

Make copies of these files instead of pulling the original files from 

the encrypted machine. Pulling the original files off can cause the 

ransomware decryption process to be corrupted, which can make later 

decryption impossible in the event that a decryptor is available for 

the ransomware or an organization pays the ransom.  10 11 12 

Some ransomware response advisories recom-
mend taking a picture of the ransom note on one 
of the screens with a smartphone.10 This can be 
helpful if the IR team is unsure what the ransom-
ware variant is and wants to check with third-party 
sources such as ID-Ransomware11 or No More 
Ransom.12 But, almost always, it’s easier to deal 
with the text in the ransom note than a photo of it. 

It can’t hurt to take a picture. Just be sure to delete 
it when the IR ends, so it doesn’t show up as a 
memory every year on the anniversary of the attack. 
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The data collected from the first machine serves two purposes:

1. Starting the process of tracing the attack to its initial 
access vector

2. Creating a set of indicators of compromise (IOCs) that can 
be used to vet the machines on a “clean network” 

Using this data, the IR team can start tracing the attack back to its 

origin. If, as is sometimes the case, the ransomware was pushed out 

from the Domain Controller, that system should be examined next 

to determine how the ransomware actor gained access to that server.

It often helps to build out a diagram, as shown in Figure 18-1,13 

documenting the process of retracing the ransomware attack. The IR 

team should try to trace the attack back to the initial access vector as 

best as they can with the available evidence, realizing that it’s always 

possible that a script or other indicator was missed. 

Again, as the IR team is retracing the steps of the ransomware actor, 

they should build a catalog of all the tools used during the attack, 

as well as any commands that were run by the ransomware actor, 

including Windows-native commands. If the ransomware actor 

Phishing attack 
used to gain 
initial access

File Server

Database Server

Domain ControllerMimikatz used to 
get Administrator 
credentials to 
access the DC

Ransomware pushed 
to endpoint from DC 
using WMIC 

Figure 18-1: Retracing the steps of the ransomware attacker back 
to the initial access vector
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managed to zero out the local log files, the IR team will need to do 

its best to match up timestamps with logs from the SIEM. Hopefully, 

logs from the endpoints are being sent to the SIEM in near-real time. 

Another often overlooked source of valuable data for tracking the ran-

somware actor’s movements is NetFlow logs. Not every organization 

collects NetFlow data, because NetFlow data, like Windows event logs, 

requires a lot of storage, and because it can be difficult to filter out 

meaningful alerts. NetFlow data does have the advantage of being 

difficult for ransomware groups to tamper with, because it’s collected 

at the network level rather than the system level (assuming, of course, 

that the ransomware actor doesn’t encrypt the server hosting the 

NetFlow data). Organizations that do have NetFlow data might be able 

to trace the attack back to the initial access vector more quickly, based 

on how the actor was moving around the network. 

Every password from every employee, adminis-
trator, and service needs to be changed before 
the endpoint, server, or system can rejoin the 
network. Remember, the ransomware actor just 
spent days or weeks collecting every password 
they could from the network. Even if there’s no 
evidence that the password for an administrator or 
service was compromised, change the password 
anyway. Do not make it easy for the ransomware 
actor to regain access.  

IR teams also need to keep an eye out for any administrative accounts 

that might have been created by the ransomware actor, both local 

and network administrative accounts. Search for and remove such 

accounts on any clean systems, along with other indicators.
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If at any time the IR team isn’t sure whether they’ve collected 

everything they should, consider using a known reference such as 

the SANS SCORE Security Checklist14 to flag missing information. As 

with everything else discussed in this chapter, known references are 

meant to be generic, so not every organization can gather all the data 

suggested. But these references are a great tool for sparking ideas the 

IR team may have missed. 

IR teams should also be on the lookout for files that might have been 

exfiltrated in the attack. This information can almost always be found 

in the log files. Things to look for include:

 � Drives to which the ransomware actors connected

 � Files searched on those drives

 � Copy commands used by the ransomware actor to 
collect files

 � Database queries the ransomware actor might have made

 � Often, ransomware actors forget to delete the compressed 
archive they created with the stolen files.15 Unpacking this 
archive tells you quickly which files the attackers took.

While one part of the IR team is collecting evidence, another part can 

start building out the custom detections for the clean network. Test 

the machines that don’t appear to have been infected by the ran-

somware attack to ensure that the ransomware actor left no traces. 

The indicators from the infected machines can be used to create YARA 

or Sigma rules or be fed into the endpoint detection and response 

(EDR) or IR platform directly as indicators (file names, hashes, IP 

addresses, or domain names). Many EDR platforms can isolate 

machines on the network so that they can communicate only to 

the EDR server. Using a platform like an EDR will allow the IR team 

to quickly scan hundreds or thousands of machines for indicators 
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specific to the attack. As network segments are confirmed to be free 

of malware, they can be brought back online, allowing employees to 

begin to get back to work. 

As each network segment is brought online, 
the Security Operation Center (SOC) should be 
monitoring all network traffic closely to look for 
command-and-control communication by tools 
that the ransomware actor left behind and went 
unnoticed. The SOC should also watch for unusual 
processes running on these endpoints, once 
network access is restored. As frustrating as it may 
be, the DR team should bring online only as many 
endpoints as they can closely monitor until they’re 
confident that no remnants of the ransomware 
actor remain on the network. Remember, during 
the recovery process the role of the IR team is to 
find and remove all elements of the ransomware 
attack and set parameters for restoring service to 
endpoints and servers. The role of the DR team is 
to actually restore those systems.

That still doesn’t mean that everything will be functional because 

ransomware actors like to target servers in the network. Endpoints 

can probably come back online quickly, but many services in the 

organization will remain offline. 

Prioritizing Service Restoration
Once the IR team has successfully identified the ransomware used in 

the attack and understands the tactics, techniques, and procedures 

(TTPs) of the ransomware actor, it’s time for the DR team to start 

restoring services. 
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Restoration should be done in the order outlined in the DR plan. It’s 

unlikely that the DR plan could account for every possible combi-

nation of servers that will get encrypted. There isn’t necessarily a 

rhyme or reason to the way ransomware actors traverse the network. 

They act solely on their ability to gain access, and on guessing which 

servers appear to have the most interesting files and will cause the 

most disruption by going down. 

This may create some conflict with the DR plan as outlined. Each 

team in the conflict can make their case to leadership, who will then 

make the decision as to how to proceed. Updates to the DR plan 

should be carefully documented, like the other steps up to this point. 

When all the updates are finalized, restoring from backup can begin.

Restoring from Backups
Assuming that the organization has taken the proper steps to secure 

their backups so they weren’t encrypted by the ransomware actor, the 

moment of truth has arrived: the first full, post-attack restore from 

backup. Remember, this will be a restore from the last full backup, 

not an incremental backup, so these restores will be longer than an 

incremental restore. 

Even though the encrypted servers have been imaged and can suc-

cessfully be wiped clean, rebuilt, and restored, many IR experts rec-

ommend installing and restoring to new hardware.16 This isn’t always 

possible, because most organizations don’t have a lot of spare servers 

in storage—certainly not enough to account for a devastating ran-

somware attack. However, whenever possible, it’s better to restore to 

new hardware rather than reusing the old hardware simply because 

it’s possible that an indicator was missed.17 There’s no indication, for 

example, that ransomware actors infect the BIOS of a machine, but 

other groups do and it is possible that ransomware actors may adopt 

these tactics. New hardware helps to ensure that it’s a completely 

clean system.  
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CHAPTer 3 and CHAPTer 4 discussed testing backups, but this is 

the real test: How quickly can the DR team conduct a full restore on 

a critical server and how much data is permanently lost? Despite all 

the testing of backup systems, this step in recovery is likely to be a 

nerve-wracking event for even the most experienced DR teams. 

Once the first system has been fully restored, run the same IR checks 

that were run on the systems in the clean network. At this point, the 

IR team may not know for sure how long the ransomware actor was in 

the network, and the organization wants to ensure that no remnants 

from the ransomware attack are re-introduced into the network. 

After a restored system has been thoroughly tested and passed the 

IR checklist, it can be moved to the clean network and employees can 

use it again. Just as with the other clean systems, it should be closely 

monitored by the SOC in case something was missed.

Once you’ve successfully redeployed the first server and created a 

checklist of the steps you took, the DR team can start working on 

multiple servers simultaneously. The number of servers that can be 

restored simultaneously depends on the size of the DR team and the 

amount of bandwidth available to and from the backup servers. 

While part of the DR team is restoring the servers, others need to 

wipe out and rebuild endpoints. As with servers, it’s better to provi-

sion new equipment than to wipe and restore the encrypted devices, 

in case there is additional malware embedded in the BIOS or other 

system component. Depending on the number of endpoints encrypted 

in the ransomware attack, that might not be a viable solution. 
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If the initial access vector was a phishing email, 
the IR team should scan employee inboxes before 
bringing their endpoints online to see whether 
that same phishing email message is present. 
Ransomware groups often send the same phishing 
email messages to multiple employees. Deleting 
that message from the employees’ inboxes before 
bringing their endpoints back online could help 
prevent a re-infection. 

Most organizations back up only selected employee desktop systems, 

if they back up any at all. If the organization doesn’t have backups 

to restore, the job of provisioning new endpoints could fall to the IT 

department through their normal process (assuming the IT depart-

ment hasn’t been recruited to conduct DR). Having the IT department 

provision new endpoints to affected employees will bring them at 

least partially online faster. 

Communicate, Communicate, 
Communicate
While the IR and DR activities are proceeding, the larger response 

team has a lot of other work to do, starting with communication. 

Especially during the early stages of the ransomware attack, com-

municating with important stakeholders helps keep the recovery 

process running smoothly. People are surprisingly willing to forgive 

delays from a ransomware attack as long as they’re kept apprised of 

the situation. 

CHAPTer 17 discussed communication with employees and senior 

management, but there are a number of other people who now prob-

ably need to be informed of the attack. The timing and messaging 



IMPLEMENTING DR AND IR PL ANS 316

in communication with different groups varies by organization, and 

is likely decided at least in part by the legal team. But some of the 

groups who will need to be notified include:

 � Law enforcement

 � The U.S. Cybersecurity and Infrastructure Security 
Association (CISA)

 � Clients

 � Partners and vendors

 � Reporting agencies

 � The cyber insurance provider

 � Outside IR sites

There may be other groups that need to be contacted specific to 

the organization. Again, the list of groups should be determined 

in advance. 

Depending on how disruptive the ransomware attack is to the general 

public, the organization may start getting calls from the press. The 

IR team has to come up with a response to press inquiries (approved 

by senior management), and designate someone to speak officially 

to the press on behalf of the organization. It generally should fall on 

the PR team to carry out that task. 

There is another way that information about a ransomware attack 

may leak. Figure 18-2 shows the chat negotiation between the 

BlackMatter ransomware group and a farming cooperative from Iowa, 

called New Cooperative. That’s not an example of the victim being 

frustrated at having to deal with a criminal organization. Instead, 

someone else is “trolling” the BlackMatter group.18 
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How did that happen? At that time, the BlackMatter ransom note, 

shown in Figure 18-3, included a link to a “private” section of 

their portal that had the ransom demand, samples of exfiltrated 

files, and a chat application the victim could use to chat with the 

ransomware group. 

Please note that uploading samples to public 
analysis engines, as described in this section, is 
risky and should be carefully considered before 
doing it. Doing so can disrupt both IR and DR 
processes and generate a lot of unwanted atten-
tion. Not only should great thought be given before 
doing this manually, you should also check to make 
sure none of your security tools are uploading 
these files without your knowledge.

Figure 18-2: Leaked chats between the BlackMatter ransomware 
group and someone impersonating a victim
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The private section turned out not to be all that private. Anyone who 

had the ransom note could access that portal and the chat, and many 

did. Either the EDR19 used by New Cooperative or one of its IR team 

members uploaded the sample to VirusTotal for analysis. Researchers 

found the sample, which isn’t uncommon because researchers are 

always looking for new ransomware samples. Normally, this would all 

happen fairly quietly, but since New Cooperative is considered critical 

infrastructure,20 it became front-page news and brought even more 

attention to the insecure private portal. 

In addition to threatening recovery, the trolling most likely created 

a communication mess for New Cooperative. It could no longer 

effectively communicate with the ransomware group, and suddenly 

reporters from all over the country were reaching out to find out more 

about the attack. 

Figure 18-3: The ransom note left for New Cooperative after the 
BlackMatter ransomware attack
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BlackMatter has since changed the way their portal works, but other 

ransomware groups have not. If an organization’s IR plan includes 

uploading a sample of the ransomware PE to VirusTotal or another 

analysis engine for additional information, it’s important to note 

that this may result in additional scrutiny. The PR team needs to be 

prepared in the event that its ransomware attack goes “viral.”

Ignore Pressure from the 
Ransomware Group 
At some point, the victim is going to hear from the ransomware 

group. They encrypted endpoints and perhaps stole files, and now 

they want the victim to pay their demanded ransom. If the victim 

organization doesn’t log into the chat because they’re restoring from 

backups and aren’t worried about the stolen data, the ransomware 

group will start emailing people within the organization demanding 

payment.21 If that doesn’t work, they’ll start emailing third parties, 

encouraging them to contact the victim to pay the ransom.

The Allen Independent School District (ISD) in Texas learned what it 

was like for a ransomware group to bring in outside pressure. When 

the school suffered a ransomware attack, officials had good backups 

and didn’t feel it was worth negotiating with the ransomware group 

to get the stolen files deleted.22 The ransomware group grew frus-

trated, so they sent an email to staff and parents, a snippet of which 

is shown in Figure 18-4. 

This meant that in addition to trying to recover from the ransomware 

attack and get services restored, the school had to field queries from 

concerned parents. 

If the victim does engage in the chat with the ransomware group, 

the negotiator for the ransomware group generally engages in more 

high-pressure tactics that try to force the victim to make a payment 

quickly. Figure 18-5 shows how one of Conti’s ransomware negoti-

ators suggested that they have a buyer lined up for the victim’s data. 
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In Figure 18-6, the Conti ransomware negotiator increases the 

pressure, letting the victim know they need a decision immediately or 

data will be posted to the extortion site. They also inform the victim 

that they have started to reach out to customers and partners of the 

victim, informing those parties of the ransomware attack. 

Figure 18-5: Conti ransomware negotiator claiming to have buyers 
looking to acquire the victim’s data

Figure 18-6: More high-pressure tactics from the Conti ransomware 
negotiator

Staff and parents of Allen ISO, Howdy! 

We see that Allen ISD very like to talk through press, so we will support this initiative! 

We have been reading news and watching the video in the news article: 

with feeling of frustration for how your EDUCATION PROVIDER care about your data 
and personal life. We can understand that they try to fool us, but they do same 
effective with you. We have locked 99% of important infrastructure of Allen ISO on 21 
of September, more then 14 days ago, and you can check that they still can't do 
anything with that on the status page: 

Figure 18-4: Part of an email sent to Allen ISD parents after the 
school refused to negotiate or pay the ransom
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In addition to the pressure from inside the organization, the response 

team can expect increasing pressure from the ransomware group 

either directly or indirectly. That’s why it’s so important to stick to 

the IR and DR plans as much as possible and to continuously commu-

nicate with all stakeholders. If customers and partners don’t receive 

regular updates from the victim, all they’ll have to go on is what the 

ransomware group is telling them, even though ransomware groups 

regularly lie.23

Prepare Everyone for a Long Slog
At this point, it’s likely day three or four of the ransomware attack. 

The initial response team, IR, and DR teams have gotten into a 

rhythm and progress is being made. But it will probably be weeks 

before all systems are fully up and running, and months before the 

recovery is complete. 

Once again, communication is important at this stage. Letting every-

one know what services have been restored and what the timeline is 

for other services helps to set expectations. There will also likely be 

unexpected setbacks along the way, which will undoubtedly affect the 

timeline. If things do go wrong, the organization may need to bring 

in outside help. CHAPTER 19 will discuss when and how to do that. 
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IN thIS Chapter:

 � How To Determine You’re in Over Your Head

 � Know Who To Call

 � Where Outside Help Is Useful, and Where It Is Not

 � Listen to the Experts

CHAPTER 19

Outside Help

CHAPTer 17 and CHAPTER 18 demonstrated a best-case 
scenario1 after a ransomware attack. Backup servers escaped 

encryption, had been fully tested, and worked when needed. Incident 

response (IR) and disaster recovery (DR) plans were up-to-date and 

accessible and there was enough trained staff on hand to begin the 

recovery process. The recovery laid out in those two chapters is the 

ideal scenario and what every IR manager hopes for if they’re unfor-

tunate enough to get hit with a ransomware attack. 

The reality is that many organizations are unable to respond effec-

tively to a large-scale ransomware attack, which is one of the reasons 

why ransomware groups made more than $590 million in the first 

half of 20212 and will likely make more in 2021. Even if an organiza-

tion has properly configured and tested backups that the ransomware 

actors can’t encrypt, and has updated IR and DR plans, the third point 

is almost always a challenge: having enough trained personnel on 

staff to manage a quick and thorough recovery.

323
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The shortage of cybersecurity employees has been well-documented,3 

but that shortage isn’t evenly distributed. Larger organizations tend 

to offer better pay and benefits, which results in successfully hiring 

and retaining cybersecurity personnel. Meanwhile, small and midsize 

organizations sometimes have trouble attracting cybersecurity per-

sonnel (assuming there’s a budget for a separate security team at all). 

Research shows that an estimated 50% to 70% of ransomware attacks 

affect small businesses,4 so it’s no wonder so many ransomware vic-

tims depend on outside help to recover from a ransomware attack. 

When a devastating ransomware attack hits, these organizations 

don’t have any choice but to get help. 

How To Determine You’re in Over  
Your Head
This book has stressed repeatedly that organizations have to be able 

to make an honest assessment of where they stand. The decision to 

call in outside experts is no different. Effective IR to a ransomware 

attack can take weeks and sometimes months. Ineffective IR can take 

even longer, and the impact on an organization can be devastating. 

This happened when the city of Baltimore was hit with a ransomware 

attack in 2019, poor planning plus inferior initial IR meant that the 

recovery process took months longer than it should have.5 Not only 

can poor ransomware IR lead to a second ransomware attack,6 it can 

cause firms to enter bankruptcy7 or force them to shut down.8

Anyone who read through CHAPTer 17 and CHAPTER 18 and 

thought, “There’s no way we could do all that,” should definitely con-

sider retaining an IR service. Even organizations who think they can 

handle ransomware IR internally may find themselves overwhelmed 

by a ransomware attack and decide they need to bring in outside help. 
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One of the downsides to being known as the 
“ransomware guy” is that, with ransomware 
constantly in the news, I get a lot of questions 
from friends. One day I got a call from a lawyer 
friend who’s one of three partners in a midsize (for 
their location) law firm. They had been hit with 
ransomware and didn’t know what to do. The firm 
didn’t have an IT staff, much less a security staff. 

Network management and updates were handled 
by a local IT person who serviced 10 to 12 clients in 
the county and who was, understandably, in over 
their head. After walking through what needed to 
be done, my friend realized they weren’t going to be 
able to recover any time fast and they had clients 
with court dates that they didn’t want to postpone. 

I put my lawyer friend in touch with another friend 
of mine who owned a local IR firm and who agreed 
to jump in to help them right away. Fortunately, 
they were able to restore the encrypted machines 
from tape (!) backups and the IR team couldn’t find 
any evidence that files had been exfiltrated. 

This same story is taking place in smaller organi-
zations around the world every day. Most of those 
organizations can’t call me or comparable experts 
directly and are often lost as to what to do, aside 
from searching the Internet and hoping they find 
the right solution.
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Before enlisting outside help, you must also consider the cost. 

Hopefully, an organization suffering a ransomware attack knows how 

much money they’re losing each day they’re offline. Bringing in a 

third party should speed up the recovery, but will it save the $300 to 

$4009 (or more) per person that the IR firm is going to cost? That’s 

something each organization has to decide for themselves. 

Know Who To Call
Once an organization has decided they need to call in outside help, 

the next decision is—who, specifically? This question may be more 

difficult to answer. With the threat of ransomware as high as it is 

right now and not expected to get any better for at least the next five 

years,10 many IR firms are unable to take on new clients because their 

teams are stretched so thin.11

This is why having the IR retainer (IRR) discussed in CHAPTer 3 and 

CHAPTer 5 is so important. The last thing an organization wants 

when they’re having their “worst day ever” is to spend hours trying 

to find the one IR firm who can take on a new client. Every organi-

zation should take the time before a ransomware attack to research 

local IR firms (or even national and international ones, depending on 

the organization’s size) and sign an IRR agreement. An IRR in place 

makes it that much easier to bring in outside help, and helps get the 

organization back up and running faster.

Cyber Insurance
Organizations that have cyber insurance might already benefit from 

IR services as part of their cyber insurance offering. For organizations 

that can maintain cyber insurance policies, many of the outside ven-

dors needed after a ransomware attack can be provided by the cyber 

insurance company. These include:12

 � Incident response

 � Forensic analysis 
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 � Disaster recovery

 � Outside legal counsel

 � Ransomware negotiators

 � Ransom payment

For small and midsize organizations, having cyber insurance can be 

the difference between successful recovery and closing the business. 

An important point here is that when you engage a cyber insurance 

provider, you’ll have to use its approved vendors. There’s nothing 

wrong with that, because cyber insurance providers carefully vet the 

vendors they use, but it does limit the choices available to an orga-

nization during an urgent time. 13 14 15

This was mentioned earlier, but it bears repeating: 
Cyber insurance providers lost a lot of money 
in 2020 and 202113 because of ransomware. 
Their response to these losses is making it more 
difficult to get cyber insurance.14 Cyber insurance 
providers are raising rates and dropping clients 
who aren’t taking sufficient steps to secure their 
environments.15 Organizations whose entire IR 
and DR plans consist of “call the cyber insurance 
company” are going to struggle over the next few 
years as the industry resets itself.

If an organization’s cyber insurance provider is going to play a critical 

role in the recovery process, it should be brought in as soon as possi-

ble. Place the call to the insurance company before even starting the 

initial triage, because they may have specific requirements for triage.
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A word of warning needs to be added here: There is some evidence that 

ransomware groups are targeting victims who are known to have cyber 

insurance.16  One ransomware operator even referred to targets that 

have cyber insurance as “tasty morsels.”17 So, a cyber insurance policy 

may very slightly increase the risk of a ransomware attack. 

Outside Legal Counsel
One of the sad realities of a devastating ransomware attack is that, 

depending on the size and type of the victim organization, lawsuits 

will likely follow. Courts have repeatedly ruled that forensics reports 

created by outside IR firms can be used as evidence in these lawsuits.18

One way organizations might be able to protect themselves from 

forced disclosures of sensitive information is to hire outside legal 

counsel, and allow them to hire the IR firm.19 There are a lot of caveats 

to this strategy. Organizations should always consult lawyers for legal 

advice, especially because these court cases are recent and things may 

change. The critical point here is that organizations should under-

stand both their legal obligations and what they need to do to try 

to protect themselves from any lawsuits resulting from a ransom-

ware attack. 

Negotiators
Even if an organization has no intention of paying the ransom 

demand, it often makes sense to bring in an outside negotiator for 

the following reasons:

 � The ransomware group still likely has exfiltrated files

 � It’s always possible that major problems with the recovery 
will occur

As with IR firms, it’s better to have a negotiator on retainer than 

scrambling to find one at the last minute. Many IR firms have nego-

tiators on staff, so an IRR might mention access to a negotiator. All of 
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this information should be laid out in the IRR and documented inter-

nally. Documentation should include what the negotiator needs in 

order to proceed with negotiations, should it become necessary. This 

way, the IR team can make sure they’re collecting and documenting 

the required information during triage.

Some cyber insurance providers have negotiators on retainer. The 

insurance company will make those negotiators available to their cli-

ents. Organizations should check with their cyber insurance company 

to see if a ransomware negotiator is included as part of their policy. 

Tasks the Outside Experts Can and 
Cannot Help With
Outside help can smooth out the recovery process and get an orga-

nization back up and running fairly quickly. In order for that fast 

recovery to happen, your organization should prepare to work with 

these outside firms by doing the following:20

 � Document as much about the environment as possible

 � Make security and event logs available to the investigators

 � Understand organizational priorities and realize that it will 
take time to recover fully

The first two points on this list can often be pieced together by the 

IR teams after the attack, but the effort would significantly delay the 

recovery process. So, the more an organization can provide up front, 

the faster recovery will proceed. The third item on the list has to be 

provided internally. IR firms can suggest priorities based on previous 

engagements, but only the organization can actually set its priorities.

IR and MSPs
Many small and midsize companies rely heavily on managed service 

providers (MSPs) and managed security service providers (MSSPs) to 

handle day-to-day IT operations and keep their organization safe. 
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When a ransomware attack happens, the IR firm needs to interact 

with these firms to get much of the information that the IR firm 

needs. Organizations should determine how easy it is to get new 

authorized users added to their MSP or MSSP, and the documenta-

tion should be clearly laid out in the IR plan. If there are any legal, 

compliance, or regulatory issues with giving the IR team access to 

the logs and data hosted by the MSP, those should also be worked 

out in advance. 

I was working on a ransomware IR with a man-
ufacturing company that relied on an MSSP for 
security monitoring. The company brought in an 
outside IR firm to help with recovery. The IR firm 
needed 30 days of logs from the MSSP to deter-
mine when the ransomware actor gained access 
and how they moved around the network. 

The MSSP made 60 days’ worth of logs available 
in their portal, but the IR firm wanted to download 
the logs in order to run the logs through their own 
analysis engine. Downloading 30 days’ worth of 
logs was going to take weeks, so we asked the 
MSSP whether they could send the logs on a 
portable drive. The MSSP’s policy was that it would 
take 14 days to prepare and ship the logs. After 
some escalation we got the MSSP to overnight the 
logs so analysis could begin.

This incident is one of many unexpected glitches 
that can happen when working with multiple 
outside vendors. Try to document as much as you 
can about each vendor’s requirements and prepare 
to be agile when you hit unexpected speed bumps.
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Listen to the Experts
This last point in this chapter is the one that many organizations seem 

to have the most trouble accepting: Listen to the experts. Whether it’s 

the insurance company, IR firm, negotiator, or law enforcement, take 

seriously what they have to say. They’re not always objective, because 

all of these outside experts (except law enforcement) work for the firm 

that hired them, so they’ll often follow misguided instructions. But 

these firms have dealt with dozens if not hundreds of ransomware 

cases, so their insight can be invaluable. 

One example of this principle is that cyber insurance firms often advise 

against paying a ransom. But organizations who feel they can get back 

up and running faster opt to have the insurance company pay the 

ransom for them. As explained by the Marsh McLennan cybersecu-

rity insurer:

Insurers do not make decisions about whether to pay extortion-
ists—the insurance buyer always makes the final call. The unfor-
tunate truth is that—for many organizations—paying a ransom 
demand is the cheaper and more effective option. Even if cyber 
insurance absorbs the cost of a disruption, victims have many 
other considerations. How many initiatives will be sidelined as an 
organization flounders with its networks down? What happens to 
customers who depend on the services your company provides? 
What happens to your reputation? If an insured refuses to pay, its 
insurer supports the insured, paying network recovery costs and 
reimbursing it for income lost as a result of the attack.21 

Paying the ransom isn’t always the wrong decision, from an organiza-

tional perspective. But it’s still important to heed the advice of cyber 

insurance companies, negotiators, and IR firms, who often counsel 

otherwise.

That’s just one example. There are other areas where differences 

of opinion can arise. IR firms generally advise you to wipe infected 

machines fully clean or even replace and rebuild them from scratch, 
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as described in CHAPTER 18. Some organizations want the encrypted 

systems just to be cleaned of known indicators and quickly added back 

to the network. Doing this greatly increases the chance of reinfection 

by the ransomware actor. It might save time in the short term, but 

long term it will likely be a costly mistake. 

Again, there’s a reason to bring in experts after a ransomware attack. 

Listening closely to their advice and following their guidelines aren’t 

only going to improve the chances of a full recovery—they keep the 

organization more secure in the long run. 
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CHAPTer 20

The Most Asked 
Question: Should We  
Pay the Ransom?

Ransomware attacks are sometimes even worse than the worst-
case scenario for which an organization planned. The data stolen 

by the ransomware group is so sensitive or damaging that allowing it 

to be released would destroy the organization. With all other options 

exhausted, an organization realizes they may have to pay the ran-

somware group. 

What’s next? Before answering that question, it’s important to be 

sure that paying the ransom is the only option. Sometimes it is, but 

there are both moral and technical hazards to paying the ransom. 

The obvious moral hazard is that paying the ransom directly funds 

criminal enterprises, making their attacks much more effective 

against the next victims. A ransom payment to these cybercriminals 

allows them to purchase better tools, acquire exploits, attract more 

affiliates, and expand their ransomware. Organizations need to think 

really hard about making cybercriminals better at conducting ran-

somware attacks.

334
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Over the past five years I have delivered more 
than 300 talks and webinars about ransomware. 
In almost every case, someone asks whether or 
not victims should pay the ransom. As much as 
the security person inside me wants to scream, 
“No!” the answer is a little more complex than that. 
Don’t get me wrong: The default answer is always 
no, but there are sometimes extenuating circum-
stances that soften the “no” a bit. This chapter is 
a more nuanced discussion of what’s involved in 
paying the ransom and some of the pitfalls.

There is also a technical hazard in paying the ransom. According to 

a study by Cybereason, 80% of ransomware victims who paid the 

ransom were hit by another ransomware attack.1 Most organizations 

who pay a ransom do so because their network is in disarray after 

a ransomware attack and they simply have no choice. Ransomware 

groups know this as well. It’s unknown whether ransomware groups 

target known victims who paid because they think it will be an easy 

target or an easy payday. What is certain is that victims who pay are 

targeted again. Organizations have to conduct an honest assessment 

of their ability to get back up and running and put ransomware pro-

tections in place before the second ransomware attack comes. 

If the answer, despite these hazards, is “pay the ransom,” read on. 

You Have to Pay the Ransom,  
What’s Next?
Once an organization decides that paying the ransom is necessary, the 

first thing they need to do is hire a ransomware negotiator. Honestly, 

a ransomware negotiator should be retained before the decision is 

made, so they’re not walking in blindly. Having a negotiator on 
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retainer also avoids further delay, because the scope of the services 

the negotiator will be conducting is determined and the contracts 

are signed. 

Often, outside incident response (IR) companies or cyber insurance 

providers have negotiators on staff that can be provided if they’re 

requested by the victim. Again, appeals to these negotiators should 

be determined before the ransomware attack. Organizations  should 

find out, when they sign the cyber insurance contract or place an IR 

retainer, whether negotiation services are available and whether there 

are additional charges. This information should all be documented in 

the IR plan, including how to get in touch with a negotiator. 

It used to be that larger organizations would keep Bitcoin on hand to 

pay a ransom2 if it came down to it. As ransom demands have grown 

over the last few years, that payment option is generally no longer 

feasible. Often, a negotiator can facilitate payment on behalf of a 

client. But if the ransom demand is eight figures or more, the victim 

has to know where and how they’re going to source that much Bitcoin 

in a reasonable time frame (ransomware actors can be stalled for only 

so long). Again, this process should be figured out before the ransom-

ware attack and documented in the IR plan, so there’s no last-minute 

confusion. Even if the negotiator can’t provide ransom payment, they 

can often assist with sourcing Bitcoin. 

Some ransomware actors demand ransom in Monero3 because Monero 

transactions are more difficult to trace. However, trying to source 

large amounts of Monero in a short period of time isn’t likely to suc-

ceed. Just because the ransomware actor wants something doesn’t 

mean it’s possible. 

Listen to the Negotiator
This should go without saying, but organizations make the same 

mistakes over and over again. One of the biggest is not following the 

advice of the ransomware negotiator.4 Ransomware negotiators have 

often engaged in dozens of negotiations with ransomware groups. 
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Whether an organization brings a negotiator in from the start, or 

appeals to a negotiator later to salvage a negotiation that has turned 

sour, it’s critical to listen to what they say. 

That may include listening when the negotiator tells an organization 

not to pay the ransom. Some ransomware groups5 are notorious6 for 

providing broken keys7 or decryptors that otherwise don’t work. Most 

experienced negotiators have worked with many different ransom-

ware groups and offer sound advice about when continuing negotia-

tions makes sense and when it’s time to stop. 

Don’t Rely on Cyber Insurance 
to Pay the Ransom
Many leaders assume that if they ever find 
themselves in the position of having to pay a ransom, their cyber 
insurance policy will cover the cost of the ransom for the organiza-
tion. For a while, that was true, but the situation is changing. As the 
number of ransomware attacks spiked in 2020, leading to a huge 
increase in the number of cyber insurance policy payouts, cyber 
insurance companies lost significant money.9 

Those losses are expected to continue at least through 2021 and 
have resulted in an average 18% premium increase in the first quarter 
of 2021.10 That’s not all: Some cyber insurance companies are refusing 
to pay the ransom going forward.11 Many cyber insurance companies 
are making renewal difficult by applying increased scrutiny on their 
clients’ security practices.12 

The important takeaway is that cyber insurance and cyber insur-
ance coverage are changing. Organizations need to ensure that 
they understand what’s covered and what’s no longer covered by 
their policy. As always, they need to check the policy before they’re 
hit with a ransomware attack. 

E X E C U T I V E  C O R N E R
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It’s also important to remember that ransomware actors are, to put 

it bluntly, liars. As discussed previously in this book, despite their 

claims to respectability, they are, ultimately, simply criminals. And, 

unfortunately, criminals who have a lot of control over victim orga-

nizations. This plays out often in chat negotiations such as the one 

in Figure 19-1 reported by IBM’s8 Security Intelligence between the 

Egregor ransomware and a victim. 

The Egregor negotiator is attempting to speak authoritatively about 

the cost to the victim of not paying by simply making up numbers 

that aren’t backed up by any research. 

This lack of good faith underscores why it’s so important for orga-

nizations to listen to their negotiators when they find themselves in 

the unfortunate situation of having to pay a ransom. 

Navigating Sanctions and Reporting 
Requirements  9101112

An increasing area of concern when paying a ransom demand is the 

risk that you’ll bring down legal sanctions by paying a ransom to or 

through a sanctioned entity. In the United States, the Department 

of Treasury’s Office of Foreign Assets Control (OFAC) is responsible 

for issuing sanctions against foreign entities. In October 2020, OFAC 

issued specific guidance about the risk of making ransomware pay-

ments.13 As part of that guidance it explained:

Figure 19-1: Sample chat from the Egregor ransomware group
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OFAC may impose civil penalties for sanctions violations based 
on strict liability, meaning that a person subject to U.S. juris-
diction may be held civilly liable even if it did not know or have 
reason to know it was engaging in a transaction with a person 
that is prohibited under sanctions laws and regulations adminis-
tered by OFAC.

In other words, claiming ignorance that a ransomware actor was 

sanctioned is not going to help an organization avoid fines. This is 

another reason why it’s so important to get a negotiator involved. The 

negotiator will know which groups are sanctioned and which aren’t, 

and can help organizations avoid costly mistakes. 

At least one ransomware group that has been sanctioned by OFAC is 

Evil Corp, the expansive cybercriminal group that was responsible 

for the Dridex trojan, among other malware, and that stands behind 

multiple ransomware groups including WastedLocker, Grief, and 

DoppelPaymer. OFAC sanctioned Evil Corp in December 2019.14 Since 

the sanctions were imposed, Evil Corp has tried deploying the Hades 

ransomware15 and PayloadBIN ransomware16 in order to trick victims 

into paying ransom to a sanctioned entity. 

Don't pay ransom. Pay that "good guys*. But what for? Would they recover data? 
Nope. Would they prevent the release of sensitive data? No. And what do they do? 
They are "good".

We wanna play a game. If we see professional negotiator from Recovery 
Company™ - we will just destroy the data. Recovery Company™ as we mentioned 
above will get paid either way. The strategy of Recovery Company™ is not to pay 
requested amount or to solve the case but to stall. So we have nothing to loose in 
this case. Just the time economy for all parties involved.

What will this Recovery Companies™ earn when no ransom amount is set and 
data simply destroyed with zero chance of recovery? We think - millions of 
dollars. Clients will bring money for nothing. As usual.

Figure 19-2: Statement from the operators of Grief ransomware 
threatening to delete the files of victims who work with negotiators
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In addition, in September 2021 the operators behind Grief ransom-

ware (Evil Corp) posted a statement to their extortion site, shown in 

Figure 19-2, saying they would destroy the files and encryption key 

of any victim who insisted on working with a negotiator. 

Of course, this is largely self-interest on the part of Evil Corp. A nego-

tiator is going to know that they’re a sanctioned entity and inform 

victims of the consequences they can expect from OFAC if a ransom is 

paid. It’s possible to pay a ransom to a sanctioned ransomware group, 

like Evil Corp, without reporting the payment, and thereby escape a 

fine. There’s a pretty good chance that an organization could even get 

away with that, but if OFAC does find out, executives at the organiza-

tion that authorized payment will likely face jail time. The problem 

with doing that is that the victim is paying money to an organization 

that knows they’re sanctioned and that has no moral values whatso-

ever. What is to stop Evil Corp from reaching back out several months 

or years later and demanding additional ransom to not report the 

victim to OFAC??

More recently, OFAC issued sanctions against SUEX,17 a cryptocur-

rency exchange that operates largely out of Russia and over the years 

has helped launder $160 million for ransomware groups and other 

cybercriminals.18 The sanctions against SUEX may hinder the ability 

of ransomware groups to launder money, but it’s not expected to slow 

down the pace of ransomware attacks.19 Only time will tell what the 

impact of these sanctions will be. 

Regulations and Reporting 
Requirements
Over the last few years, the reporting requirements for ransomware 

and other cyberattacks have grown increasingly complex. In 2022 

President Biden signed the Cyber Incident Reporting for Critical 

Infrastructure Act (CIRCIA) into law20 adding to a growing list of 

reporting requirements that organizations must follow. 



the moSt aSkeD QueStIoN: ShoulD we pay the raNSom? 341

CIRCIA requires that organizations that are considered critical infra-

structure report cyber security incidents, including ransom payments, 

to the appropriate government agency within a specified time frame. 

While several states—such as California and Maine—have enacted 

reporting requirements, this is the first law enacted at the national 

level in the United States (other countries have passed laws mandat-

ing reporting of cyberattacks as well). 

That’s not the only reporting regulation for ransomware attacks. In 

2023 the Securities and Exchange Commission (SEC) passed a rule 

that requires publicly traded companies to file an 8-K statement 

within four days of discovering a materially impactful security 

event.21 This process was abused by the ALPHV ransomware group in 

November 2023 after the attack on MeridianLink.22 

Generally, these false filings are ignored by regulatory agencies as 

cybercriminals are not trusted. But ransomware groups will use the 

threat of a false filing as an extortion technique when trying to coerce 

victims to pay. This is not the first time that ransomware groups 

have tried to use regulatory requirements as a cudgel against victims. 

Many ransomware groups have threatened to file GDPR complaints 

if a victim does not pay.23 As with many people, ransomware groups 

don’t actually understand the purpose of regulatory reporting or they 

would know that these techniques are often ineffective with agencies. 

The increasingly complex reporting requirements along with ploys 

like this from ransomware groups means that most organizations 

may have to rely on their third-party incident responders or out-

side legal counsel to ensure that all the reporting is accomplished. 

Between reporting and navigating which groups are sanctioned, espe-

cially as law enforcement steps up sanctions against cybercriminal 

groups, ransomware attacks are increasingly complex not just from 

a technical perspective but also from a legal perspective. 
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The Work Is Just Beginning
Paying a ransom isn’t the end of the recovery process; it’s just the 

beginning. There’s a long road to recovery. According to one study, 

organizations who pay the ransom pay double24 the recovery cost of 

organizations that don’t. The recovery decisions that are required 

when restoring from backups are still required using a decryptor, 

plus there are additional costs associated with incident response, the 

negotiator, and the ransom payment itself. 

For starters, decryptors provided by ransomware groups are notori-

ously bad.25 It’s likely that any decryption tool provided as the result 

of a ransom payment will need to be rewritten by the IR company. 

Besides, it’s not a great idea to allow a tool from a group that just 

encrypted all of a victim’s files back into that same network. There 

are no documented cases of ransomware groups embedding malware 

in a decryptor, but it’s still a significant risk at a time when the vic-

tim’s network is most vulnerable. Fortunately, rewriting a decryptor 

tool doesn’t take long.

The next thing an organization has to decide (and hopefully this is 

already part of the disaster recovery plan) is whether to restore the 

files on the existing systems or replace those systems then restore 

the files. CHAPTer 12, CHAPTer 13, and CHAPTer 14 highlighted 

all of the ways that ransomware actors can move stealthily around 

a network. This means there are likely still artifacts from the ran-

somware actors sitting on these encrypted machines. It’s possible 

to remove all signs of the ransomware group from the encrypted 

systems, but even the best forensic analyst sometimes misses things. 

The accepted best practice is to build out new machines and move the 

decrypted files from the old systems to the new ones. That takes time 

and is expensive. Not as expensive as a second ransomware attack, 

but expensive nonetheless. 
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Finally, the organization will likely need upgrades to its security sys-

tems. Those upgrades may come in the form of new technology or 

additional staff, but they will have to come. Every organization has 

some level of technical debt.26 A ransomware attack is often caused 

by that technical debt, which, left unattended, can be  used by the 

ransomware attacker to gain access and spread. Now the ransomware 

attack can be used as a catalyst to remove a good deal of technical debt 

at once. No matter what steps are taken after a ransomware attack, the 

recovery process generally takes months to fully complete. 

What’s the Answer?
Should organizations pay a ransomware extortion demand? The 

short answer is no, but the longer answer is much more complicated. 

Despite how it sounds, that’s not a copout. There are a lot of factors 

that need to be considered in that decision. The continued existence 

of a business may rely on paying a ransom. In the case of hospitals, 

despite all the redundancies they have in place, patients’ lives may 

depend on a ransom being paid. 

There are real-world considerations to ransom payments, and some 

argue that banning ransom payments would actually be counter-

productive in the short term.27 The important thing is that victims 

have to make informed decisions. In order to do so, they have to be 

aware of all the risks of paying the ransom, as well as getting an 

honest assessment of their ability to successfully recover from the 

ransomware attack.

Don’t Be a Ransomware Victim
In this book, you’ve gotten a thorough grounding on all aspects of 

ransomware. You’ve learned:

 � What it is and how it gets into an organization

 � How the criminals are getting more sophisticated

 � How to spot, protect against, and recover from an attack
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The key takeaway here is this: You don’t have to be a victim. 

Ransomware is only growing in popularity, but so are the tools and 

methods of fighting it. It requires work on your part, of course. A 

lot of it. And you should start right now—not next next year or next 

month or next week. Right now.

It is possible that by the time we publish a 4th 
edition of this book, this chapter may be moot. 
Several countries are considering banning all 
payments to ransomware groups.28 In the United 
States, several states have already enacted 
payment bans for public entities in those states.29 
Whether these payment bans will be effective or 
cause more pain than they solve is much debated, 
but as the number of ransomware attacks continue 
to grow, governments may feel they have no 
choice—a ban may be the least bad option avail-
able to slow the number of attacks.

You don’t need to wait until an entire program is built to start pro-

tecting yourself. Start with the simple things you can control, like 

better scanning on your network, and educating users. 28 29

Remember, the criminals have a head start on you, and are contin-

ually upping their game. You need to do the same, but you have to 

take that first step. You’ve done that by getting this book. Well done! 

Another immediate step you should take is to bookmark Ransomware.

org, a site that will keep you informed about the latest ransomware 

attacks, along with the latest ways to protect yourself. 

Now you know what to do. Just go and do it. Don’t be a ransomware 

victim. It’s up to you!
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